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Abstract
Introduction: Feedback from critical care clinicians who use automated event detection software has been overwhelmingly emphatic that high false alarm rates are the single most important metric of performance. Traditional measures such as sensitivity and specificity do not completely characterize technology for such applications. Balancing these measures for event detection problems has been extensively studied in other disciplines, but surprisingly these approaches have not been adopted in bioengineering fields. In this paper, we propose the use of Actual Term-Weighted Value (ATWV) as a more appropriate evaluation metric for classification of EEG events such as seizures.
[bookmark: _GoBack]Methods: ... now you need to describe HOW you proved that ATWV was a good measure. What data did you look at? What experiments did you run? What measures did you use to show it had values? --- about 60 words ---Manuscript submitted May 1, 2017. The authors are with the Department of Electrical and Computer Engineering at Temple University. The corresponding author is J. Picone, College of Engineering, ENGR 703A, 1947 North 12th Street, Philadelphia, Pennsylvania 19122 USA (phone: 215-204-4841; fax: 215-204-5960; email: joseph.picone@gmail.com). 


Results: ... your results must be about how you proved ATWV is a good measure ... not about the performance of the technology... did it correlate well with other measures? How well? Did it provide unique insight? (e.g., many people quote sensitivity and specificity, but their systems are unusable... you showed the ATWV for these systems is low and needs to be above 0.5 for the system to be usable). --- about 40 words ---
Conclusions: We have introduced a better measure for evaluation difficult tasks such as automated seizure detection. We have shown that state of the art technology still needs improvement, and have established very important performance goals for the technology (e.g., ATWV > 0.5 and FA/24 hrs. ~ 1.0).
[bookmark: PointTmp]Keywords— Electroencephalography (EEG), Objective Performance Evaluation Metrics, Average Term-Weighted Value, Spoken Term Detection
1. [bookmark: _Ref452066211]Introduction
Electroencephalograms (EEGs) are used in a wide range of clinical settings to record electrical activity along the scalp. EEGs are the primary means by which physicians diagnose and manage brain-related illnesses such as epilepsy, seizures and sleep disorder (Yamada et al., 2009). Manually interpreting of EEG signals is time consuming and expensive process since highly-trained neurophysiologists are required to read long data stream to identify the key events. The development of a system that can automatically interpret an EEG allows healthcare providers to keep pace with the growing demand for this diagnostic tool and would provide real-time alerting of potentially life-threatening conditions (Obeid and Picone, 2017). Automatic EEG interpretation and identification of critical events can thererefore be expected to significantly increase the quality and efficiency of a neurologist’s diagnostic work. Many methods have been developed over the years with various approaches to interpret the EEG signal automatically such as time–frequency analysis methods (Gotman, 1982; Gotman, 1999; Osorio et al., 1998; Sartoretto and Ermani, 1999), nonlinear techniques (Schad et al., 2008; Schindler et al., 2001; Stam, 2005), mimicking the human observer that reads the EEG (Deburchgraeve et al., 2008; Khamis et al., 2009), neural networks (Ramgopal et al., 2014) and support vector machines (Alotaiby et al., 2014).
[bookmark: _Hlk478479411][bookmark: _Hlk478479703]Further development of automatic EEG interpretation system is very complicated due to the lake of standard evaluation metric (Temko et al., 2010). Some studies publish the performance of systems based on Good Decision Rate (GDR) and number of False Detection per hour (FD/h) in an event. For instance, a two-class problem such as seizure detection, the GDR is percentage of correctly detected seizure events by system.  If system detects seizure event anytime between the start and end of actual reference seizure, it will be considered as a good decision rate. The number of false detection per hour is number of detected seizure in an hour when there is no labeled seizure in reference (Gotmanet al., 1997). The metric ignores the duration of correct and incorrect detected seizure events. Some other researchers report performance in terms of sensitivity and specificity (Japkowicz and Shah, 2011) of epochs in biomedical research applications (Liu et al., 1992, Aarabi et al., 2007, Navakatikyan et al., 2006). Each epoch is considered as a separate testing example even though EEG events can span multiple epochs. The result of classifier is presented in confusion matrix, which gives a very useful overview of performance. For example, for a two-class problem such as seizure detection, a confusion matrix has following categories:
True positives (TP) refer to number of epochs correctly labeled as seizure.
True negatives (TN) are number of epochs correctly labeled as non-seizure.
False positives (FP) are number of epochs incorrectly labeled as seizure.
False negatives (FN) refer to number of epochs incorrectly labeled as none-seizure.
Sensitivity (TP/TP+FN) and specificity (TN/TN+FP) are derived from these quantities. A precision–recall (PR) curve is an alternative method of scoring (Manning et al., 1999) in which precision is percentage of correctly detected seizure divided by predicted seizure epochs (TP/TP+FP), while recall is called sensitivity.
However, sensitivity can often be increased arbitrarily if one is willing to tolerate a poor specificity or a high false alarm rate. Interviews conducted with many clinicians have indicated that the primary reason commercially available technology is not used in clinical settings is due to the high false alarm rate (Obeid and Picone, 2015). This is perhaps the single most important metric today in guiding machine learning research applications in critical care. Critical care units are overwhelmed with the number of false positives that automated event detection equipment generates. To put this in perspective, one false alarm per bed per hour in a 12-bed ICU generates 12 interrupts per hour that must be serviced. This can easily overwhelm healthcare providers. Since many types of automated monitoring equipment are used in an ICU setting, each with significant false alarm issues, the number of false alarms that must be serviced by healthcare providers is overwhelming (Christensenet al., 2014). As a result, clinicians report that in practice they simply ignore these systems (Obeid and Picone, 2017).
Of course, one must balance sensitivity, specificity and false alarms. This has been studied extensively in other communities focused on event-spotting technology such as spoken term detection in voice signals (Mandal et al., 2014). A measure that we have borrowed from this research community is the Term-Weighted Value (TWV) (Doddington et al., 2000), which is based on the notion of a Detection Error Tradeoff (DET) curve (Martin et al., 1997). A DET curve is very similar to a Receiver Operating Characteristic (ROC) originally developed to assess the performance of a communications system (Jacobs &Wozencraft, 1965). TWV essentially assigns an application-dependent reward to each correct detection and a penalty to each incorrect detection.
The primary focus of the paper is to introduce readers to Spoken Term Detection (STD) evaluation metric and how apply it to automatic EEG interpretation systems in section 2. Finally, we present and discuss results of different advanced deep-learning systems based on STD evaluation metric in section 3 and 4.

2. Method
2.1. OVERVIEW
Process of finding seizure in large corpus of EEG is similar to Keyword Search (KWS) in speech recognition. KWS also known as Spoken Term Detection (STD), is a speech processing task in which the goal is to find all the occurrences of a textual “keyword”, a sequence of one or more words, in a large corpus of speech data. In 2006, the U.S. National Institute of Standards and Technology (NIST) created the STD evaluation initiative to facilitate research and development of technology for retrieving information from archives of speech data. Fig. 1 illustrates the standard framework of an STD system. In this framework, speech signals are first transcribed by a speech recognizer to a certain form of intermediate representation, e.g., word/subword transcripts or lattices; and then a term detector searches the intermediate representation to find putative occurrences of the terms in search; finally, a decision maker judges each putative occurrence and determines if it is a reliable detection or a mistake. We call the speech recognizer in this architecture the ASR subsystem, and the term detector and the decision maker the STD subsystem. 
[bookmark: OLE_LINK1]Previous speech retrieval evaluations like TREC’s Spoken Document Retrieval (SDR) (Allan, 2002), and Topic Detection and	Tracking (TDT) (Kuhn, 2010) have investigated technologies similar to STD. However, they each addressed different problems. Source data robustness is a key component of STD whereas SDR and TDT focused on the broadcast news domain. The query for STD, a search term, is a markedly smaller unit than SDR’s query definition which was a natural language description of an information need, and more specific than TDT’s topic exemplar documents. A technology similar to STD is keyword spotting (Mandal et al., 2014). Keyword spotting searches keywords by matching the keywords’ templates to the test speech. By sliding the starting frame of the match, potential keyword occurrences were detected using the famous Dynamic Time Warping (DTW) algorithm (Bridle, 1973; Christiansen and Rushforth, 1977; Myers et al., 1980; Higgins and Wohlford, 1985).  An obvious weakness of the template-based approach is that templates cannot represent the inherit variation of human speech. This disadvantage arises from the approach itself and cannot be amended even with multiple templates (Christiansen and Rushforth, 1977). A novel approach base on Hidden Markov Model (HMM) was proposed to overcome this problem (Wilpon et al., 1989; Rohlicek et al., 1989).   A background model to normalize the acoustic scores of detected keywords, which makes the scores of detections from different utterances comparable, was proposed (Rose and Paul, 1990). STD has shown high performance on rich resource languages, such as English, Chinese and Arabic (Mamou et al., 2007, Vergyrim et al., 2006). The main difference between keyword spotting and STD is the number of words in a search term.

2.2. [bookmark: _Ref451951706]STD Evaluation Methodology 
STD detects all the occurrences of each given term in the reference files. In this evaluation methodology, an estimate is required for the number of trails in the reference. If there are no discrete trials in a continuous reference, a constant will be specified as number of trials. Then, alignment between detected occurrence and reference is needed. This step is done by applying the Hungarian solution to the Bipartite Graph (Kuhn, HW., 2010) matching problem. It uses the kernel function that numerically compares the mapping of system and reference occurrences, as well as the missed detections and false alarms.
The kernel function first determines if the reference/system occurrences are mappable by requiring the system occurrence to be within a temporal tolerance collar (ΔT) of the reference occurrence. Specifically, the midpoint of the system occurrence must be within the interval from ΔT before the beginning to ΔT after the end of the reference occurrence as determined by forced alignment of the reference transcript to the audio. 
The system generates a list of putative term occurrence. The STD performance is based on false alarms and missed detections. The performance of a system is evaluated base on Detection Error Tradeoff (DET) curves (Martin et al., 1997) and a Term-Weighted Value (TWV) for a specific operating point. The DET curve plots miss probability (PMiss) versus false alarm probability (PFA) which is function of detection threshold θ. The formula for a single term PMiss and PFA are:
	
	
 is the detection threshold
 is the number of correct detections of term with a detection score greater than or equal to θ.
 is the number of incorrect detections of term with a detection score greater than or equal to θ. 
 is the true number of occurrences of term in the corpus.
 is the number of opportunities for incorrect detection of term in the corpus (= “Non-Target” term trials).
Non-Target” term trials which is proportional to the number of second of speech. The formula for  is:
	
Where:
 is is the number of trials per second of speech ( will be set arbitrarily to 1)
 is the total amount of speech in the test data (in seconds).
The overall performance of system will be measured by TWV which assigns a value to each correct detection and a cost to each incorrect detection. It is one minus the weighted sum of the term-weighted probability of missed detection (PMiss(θ)) and the term-weighted probability of false alarms (PFA(θ)).
	
Where:
	
Where:
C is the cost of an incorrect detection; defined as 0.1 
V is the value of a correct detection; defined as 1 
 is the prior probability of a keyword; defined as 
A perfect system has the maximum TWV which is one. TWV of system with no output is zero (Fiscus JG et al., 2007). Negative TWV is feasible. The actual TWV (ATWV) is performance measured for a specific decision threshold – essentially establishing a specific operating point on the DET curve. This measure is useful when it is preferred to compare two systems based on a single number, though it is always better to compare DET curves over a range of operating characteristics. ATWV and DET curves are our recommended way to evaluate EEG interpretation systems.

2.3. Applying STD evaluation metrice to SEIzure detction applications
The present work addresses the STD task defined by NIST for seizure detection system. The task consists in finding all the seizures matches of a specific query in a corpus of TUH EEG. The corpus is the world’s largest open-source clinical EEG corpus. It comprises 16,986 sessions from 10,874 unique subjects (Obeid and Picone, 2016). A query is the neurology events, background and seizure events. Manual transcripts of the EEG file are used to find true occurrences. The data can be annotated per epoch or per term. To put this in perspective, the term-based and epoch-based annotations (true occurrence) of a system are illustrated in Fig. 2 (a) and Fig. 2 (b) respectively. Also, their corresponding system hypothesis (output occurrence) are depicted in Fig. 3. For evaluating performance of the system, the system hypothesis is judged as correct or not according to whether it is close in time to an annotation of the query retrieved from manual transcripts; it is judged as correct if the midpoint of the system hypothesis is less than or equal to the time span of an annotation of the query.  The performance of the system using term-based and epoch-based annotation is presented in Table 1 and Table 2. The system with term-based annotation outperformed the epoch-based annotation in term of specificity and false alarm rate per hour. Therefore, we used term-based annotation in our systems. In this approach, each event such a seizure is denoted by start time and stop time. 
We designed a system (A) with 100% detection rate with zero false alarm rate per 24 hours. The hypothesis of system A was perturbed by 10% (5% deletion, 5% insertion), 20% (10% deletion, 10% insertion) and 50% (25% deletion, 25% insertion) to create system B, C and D respectively. System A with ATWV-1 is the best system and the worst one is system D with ATWV- 0.4568. Table 3 shows that a system with less false alarm rate and higher detection rate has better ATWV. The performance of two systems can be compared with  a single number,  ATWV. 

3. Results
We have tested the STD evaluation metrics on four advanced deep learning systems. The architecture of the systems is depicted in Fig. 4.  An EEG signal is input to the system, typically as a European Data Format (EDF) file. The signal is converted to a sequence of feature vectors.  a group of frames are classified into an event on a per-channel basis using combination of deep learning networks. The deep learning essentially looks across multiple epochs, which we refer to as temporal context, and multiple channels, which we refer to as spatial context since each channel is associated with a location of an electrode on a patient’s head.  There are a wide variety of algorithms that can be used to produce a decision from these inputs. We have explored three approaches: (1) a seven-layers Convolutional Neural Network (CNN) and Multi-Layer Perceptron (MLP) as our baseline system; (2) a combination of three-layers Convolutional Neural Network (CNN) with Long Short Term Memory (LSTM), CNN/LSTM; (3) a CNN/DLSTM system which is a three-layers Convolutional Neural Network (CNN) with  Deep Long Short Term Memory (DLTM) and (3) a CNN/BLSTM which is compose of  a three-layers Convolutional Neural Network (CNN) and Bidirectional Long Short Term Memory (BLSTM).  Here, we use a subset of TUH-EEG that was specifically labeled using term-based labels for seizures by a series of experts (Golmohammadi, 2017). The data was carefully annotated by a team of students who have been carefully trained to annotate seizures. Their work has been evaluated against expert neurologists who marked a portion of the same data and shown to have good IRA. Each event in the evaluation data has been reviewed by at least five different annotators. The performance of these four approaches using STD evaluation metric is summarized in Table 4. The baseline system (CNN/MLP) has the best ATWV-0.1558 with sensitivity-0.86%; specificity-51.32; false alarms/24hrs-17. The worst system belongs to a CNN/BLSTM. The performance of system is as follow: Sensitivity – 18.03%; Specificity – 62.91%; False Alarms/24hrs – 110; ATWV – -0.2389. The CNN/LSTM based system with ATWV- -0.0116 outperformed CNN/DLSTM based system with ATWV-0.0313.
4. Discussion
The ATWV ranges from [-,1], with a score greater than 0.5 being indicative of a system that is performing well. Negative ATWV scores are typically indicative of systems with high false alarm rates. As it is shown in Table 4, the ATWV score is extremely poor for these systems largely due to the large emphasis this metric places on false alarms. The fundamental cause of having high false alarm is poorly detection of long events. Suppose there is a five-second seizure event Fig. 5(a) and a system detects one second background event between two two-second seizure events Fig. 5(b). The first seizure is considered as correct detection and the background and second seizure events become false alarms of system. The performance of the system with mentioned reference and system hypothesis is presented in Table 5.
As the actual TWV (ATWV) is performance measured for a specific decision threshold – essentially establishing a specific operating point on the DET curve. ATWV and DET curves are our recommended way to evaluate EEG interpretation systems. The DET curve plots miss probability (PMiss) versus false alarm probability (PFA). Miss and false alarm probabilities are functions of the detection threshold, ϴ. This (ϴ) is applied to the system’s detection scores, which are computed separately for each search term, then averaged to generate a DET line trace. The DET curve which is plotted in Fig. 6, shows the CNN/DLSTM system is the best ranked system. The CNN/LSTM, CNN/BLSTM and CNN/MLP systems are placed in the second, third and fourth rank respectively, while the order is not matched with order of ATWVs in Table 4 .
The principle reason is the STD package is tuned for speech recognition applications. The software should be tuned for automatic EEG interpretation applications. Hence, we tweaked two parameters in STD software. One of them is β, the number is set to 999.9 for speech recognition system. The other parameter is ΔT; it represents the maximum time distance between the temporal extent of the reference term and the midpoint of system's detected term for the two to be considered a pair of potentially aligned terms. The ΔT was set to 0.5 in speech recognition system. For automatic EEG interpretation applications, we set β and ΔT to 9.9 and 10 respectively. The performances of the four systems based on new parameters are listed in Table 6.  The ATWV of the systems and DET curve are matched. The best system is CNN/DLSTM with ATWV- 0.4489 and the worst one is CNN/MLP with ATWV-0.2634.  

5. Conclusion
In this paper, we have introduced the current evaluation metrics and explained their problems in automatic EEG interpretation applications.  We began by introducing the STD evaluation metric. The basic concept of STD evaluation has been overviewed. We have investigated the performance of four deep learning systems by mean of DET curve and ATWV number. 
The STD metric can be an effective means to encourage research and develop state-of-the-art systems. Furthermore, appropriate evaluation methodologies and analysis of results can help illuminate the progress that has been made and identify the factors limiting further advance. 
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[bookmark: _Ref452070571]Table 1.  System performance based on term-based annotation.
Target
#Target
#Correct
#Miss
#FA
Sensitivity
Specificity
FA/h
Seizure (s)
1
1
0
1
100%
75%
720
Background(b)
1
1
0
0
100%
100%
0
 



[bookmark: _Ref452070578]Table 2. System performance based on epoch-based annotation.
Target
#Target
#Correct
#Miss
#FA
Sensitivity
Specificity
FA/h
Seizure (s)
2
2
0
2
100%
33%
1440
Background(b)
3
1
2
0
33%
100%
0
 












[bookmark: _Ref452070590]Table 3. The performances of a system with various perturbations in hypothesis.
System
A
B
C
D
Perturbation
00%
10%
20%
50%
Sensitivity
100%      
95.04%
90.08%
75.07%
Specificity
100%
97.55%
95.29%
88.58%
ATWV
1
0.888
0.7814
0.4568
Seizure FAs/24 hrs
0
6
12
30
Background FAs/24 hrs
0
6
12
31
Total FAs/24 hrs
0
12
25
62

[bookmark: _Ref452070599]Table 4. The STD-based performances of four different deep-learning systems. 

CNN/MLP
CNN/LSTM
CNN/DLSTM
CNN/BLSTM
Sensitivity
0.86%      
11.02%
  14.45%
18.03%
Specificity
52.02%
58.25%
61.08%
62.91%
ATWV
0.1558
0.0313
-0.0116
-0.2389
Seizure FAs/24 hrs
2
23
31
53
Background FAs/24 hrs
15
31
35
57
Total FAs/24 hrs
17
54
66
110


[bookmark: _Ref452070626]Table 5. System performance based on STD evaluation metric.
Target
#Target
#Correct
#Miss
#FA
Seizure (s)
1
1
0
1
Background(b)
1
1
0
1









[bookmark: _Ref452070618]Table 6. The STD-based performance of four different deep-learning systems using new parameter value.

CNN/MLP
CNN/LSTM
CNN/DLSTM
CNN/BLSTM
Sensitivity
0.86%      
17.88%
  21.95%
8.87%
Specificity
52.02%
63.48%
68.60%
58.19%
ATWV
0.2634
0.4024
0.4489
0.3323
Seizure FAs/24 hrs
2
36
30
23
Background FAs/24 hrs
14
38
37
28
Total FAs/24 hrs
16
75
67
51
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Fig. 2. (a) The term-based annotation. (b) The epoch-based annotation.












[image: ]
[bookmark: _Ref452070712]Fig. 3. (a) The term-based system hypothesis. (b) The epoch-based system hypothesis.
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Fig. 6. The DET curve of four different deep-learning systems.
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