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Abstract—E-learning is playing an integral role in training non-traditional adult learners to fill the global need for a more technically skilled labor force. The lack of human contact in e-learning environments presents challenges for many categories of learners, particularly remedial students, and heightens the need for an automated adaptation to the learner. Spoken language dialog systems have been shown to be effective at reinforcing learning through their ability to adapt to individual learning styles in a natural and transparent manner. However, unsupervised adaptation to the learner requires fundamental advances in many disciplines such as speech recognition, natural language processing, and human computer interaction. This paper reviews these two research areas and presents a framework to integrate these two technologies in a way that enhances learning.
Index Terms—Speech recognition, dialog systems, e-learning, human computer interaction.  
Introduction

E-learning is playing an integral role in training non-traditional adult learners to fill the global need for a more technically skilled labor force. Interestingly, the problems critical to the success of e-learning are shared by educational institutes worldwide. Among these, the ability to deliver high quality learning experiences remotely is of perhaps greatest concern. The lack of human contact in e-learning environments presents challenges for certain categories of learners, particularly the remedial student, and heightens the need for an automated understanding of and adaptation to the learner. 

Spoken language tutorial systems have been evaluated and found effective for learning, in areas ranging from literacy skill acquisition by children [1,2,3] to adult workforce training [4].  Possible enhancements to learning include: the ability of the learner to vocalize concepts naturally [5],   the ability of the system to assess the learner’s mental state from speech [6], and to provide immediate auditory corrective feedback during the interaction [7].  These issues are of critical importance for the remedial student in an e-learning environment.

This paper reviews research in the areas of spoken dialogue tutorials and adaptive e-learning and presents a framework to integrate these two technologies in a way that enhances learning. A review of adaptation in e-learning with examples is presented first, followed by review of spoken dialogue tutorial systems and the fundamental research challenges of these applications.  The paper concludes with a case study illustrating a framework for how the two technologies can be integrated to support the remedial learner.

Adaptation in E-Learning 

Overview

A majority of e-learning systems, though not all, adapt to learning styles using one of two popular pedagogical approaches, instructor-based as defined in [8] or learner-based [9]. An introductory review of the distinctions, advantages and disadvantages of these two approaches is given in [10]. To summarize, the instructor-based approach uses an instructor’s specification of possible sequences through a course to dynamically determine and adapt the course content presented, in response to the learner’s performance. While the learner’s performance is considered, the instructor determines the sequencing of information presented, not the learner, and the mode of content delivery remains the same for all learners. In contrast, the learner-based approach records significant attributes of learner behavior, e.g., navigation or media preferences, and adapts both the mode and content of information displayed, based strictly on these observations and no information specified by the instructor. 

Both of these approaches offer benefits to the learner. The former approach provides the benefit of incorporating the instructor’s pedagogical and subject matter expertise. The latter approach provides the ability to customize the mode of presentation to the learner’s preferred style.   Statement about how too much conformance to learner style is not good either with citation [11].
Examples of the need for adapting to individual learning styles can be seen in research showing the advantages of using a spoken language interface to reinforce learning [1,2,3]. Spoken language dialogue systems allow users to engage in a natural spoken interaction with a computer interface and have been investigated for a wide variety of applications including travel and navigation [12,13,14] and call routing [15]. These systems implicitly adapt to user or learner styles, by allowing a natural mode of spoken input and by determining the system’s spoken responses from conversational context information maintained over the course of a dialogue. While it has been assumed that spoken dialogue lacks maturity for use in tutorial systems, recent research is demonstrating its feasibility [4, 16] though fundamental issues in areas including speech recognition, dialogue management, and human-computer interaction remain unsolved.
The growth of e-learning has been accompanied by the development of the Learning Management System (LMS). At a minimum, an LMS provides an automated mechanism for delivering course content and tracking learner progress. While these systems offer distinct advantages, most do not easily support complex, adaptive sequencing of content presentation. Such sequencing can be critically effective for courses requiring the level of remediation often needed for the non-traditional learner. Remedial courses typically require learners to repeat educational modules in complex, learner-specific patterns in order to complete the remediation process. A teacher knowledgeable in the subject area and appropriate pedagogy may best enumerate these sequences and thus guide the direction of the learner’s progress; however, presenting the content in a style that supports the remedial learner is also important. Thus, this category of learner requires aspects of both the instructor-based and learner-based approaches to e-learning.

IMS Simple Sequencing (IMS SS) embodies the instructor-based approach [8]. IMS SS has been adopted by the Sharable Courseware Object Reference Model (SCORM). SCORM recommends a set of technical standards and specifications allowing online learning systems to import, share, reuse, and export learning objects in a standardized way [17]. SCORM 2004 supports IMS SS, which allows specifying and guiding a sequence of learning activities, based on an instructor’s knowledge of the course material. This sequence changes dynamically according to a learner’s performance. Most e-learning experts agree that the term “simple” in IMS Simple Sequencing is a misnomer since it allows specifying highly complex possible sequences of activities through a course. It offers the additional advantages of using learning object standards and providing a specified language for sequencing, both of which contribute to reusability. Nonetheless, it does not support adapting the mode of information display to suit the individual learner.

An Adaptive Hypermedia System (AHS) exemplifies the learner-based approach. It employs a model of the learner and the learning domain to determine both the mode and content of information displayed to the learner. The user model is typically initiated by pretests given to the learner and is continually updated by tracking the user’s browsing behavior, e.g., pages visited, links, etc. [18, 19]. Again, these systems offer distinct advantages by incorporating the learner’s preferences in determining the mode of information displayed. However, such systems may lack reusability, by embedding rule definitions and links within the learning content. More importantly, they do not incorporate the instructor’s pedagogical knowledge of the student’s needs in mastering the material. Instructors require the flexibility to implement courses using the teaching philosophies they deem relevant. The adaptive learning style often used in remediation is based in the pedagogical literature [20, 21]. The following subsection describes in greater detail an instructor-based adaptive approach to an example e-learning Pre-Algebra course.

Instructor-Based Adaptive E-Learning
SCORM 2004 includes a specification for complex sequencing of information, based on the notion of a hierarchical activity tree. An example of an activity tree developed for a Pre-Algebra remediation course [22] is shown in Figure 1.
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Figure 1. Simple Activity Tree for Pre-Algebra Course
The Pre-Algebra box or module represents the highest level in the hierarchical course abstraction. Modules in the second tier of the tree represent the next lower level in the course hierarchy. Instructors can add, modify, or remove modules from each tier to decompose the course structure. One primary advantage of the activity tree approach is its support for adaptive instruction through the application of sequencing rules to modules defined within the tree. This allows an instructor to adapt how a student will progress through a course based on objective criteria tracked for that individual. This feature is illustrated in an expanded discussion of the “Comparing Numbers” Module from the activity tree and is shown in Figure 2.
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Figure 2. Course Sequencing for Non-Remedial Learner
The combination of the activity tree modules and the sequencing rules defined for each module provides the expressive capability for remediation. In this example, all students exploring the “Comparing Numbers” module are first presented the “Pretest” module. An overall score of 85% or above will enable a student to “skip” subsequent modules and go directly to final module, “Self-Assessment”. However, if a student does not achieve an overall score of 85% of “Assessment 1”, remediation of a student’s specific deficiencies begins in the module, “Remedial Review and Practice”. In this module, a finer-grained presentation of the material specific to the learner is presented, based on answers given in the “Assessment 1” module. 

This adaptive presentation is possible because instructors can specify the rules regarding the sequencing of course content presentation according to a set of skills and objectives. For example, several lower level skills and objectives are required for comparing numbers, including the ability to compare fractions to other fractions, fractions to percentages, and percentages to decimal numbers. The skill of comparing fractions to percentages requires further lower level skills of a) converting a fraction to decimal notation and then b) converting decimal notation to percentage. Sequencing rules can specify checking the specific skills for which a student exhibited deficiencies in the “Assessment 1” module and then specify the course material to present in order to remediate those deficiencies. Assume comparing percentages to fractions is skill_1, converting fractions to decimal is skill_1a and converting decimal to percentage is skill_1b. A rule to test these skills might be: 

if (skill_1_score < 85)and (skill_1a_score < 85)
then show skill_1a_content
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where skill_1a_content is an HTML file containing graphical exercises to review converting fractions to decimals. Figure 4 shows an example of such a graphic.
Spoken Dialogue Tutorial Systems
Spoken language dialog systems seek to provide users a flexible, natural interaction with a computer system. Rather than querying using fixed commands and phrases, users may speak in a natural conversational style to request information and receive that information in spoken natural language, which may be combined with other modalities. At a minimum, a spoken dialog system contains a capability for speech recognition and synthesis, natural language understanding and generation, and dialogue management. These systems have been deployed successfully in a variety of domains.  Their use in tutorial systems, however, presents unique issues for consideration.
Note in the Pre-Algebra course examples that the choice of information displayed is determined by sequencing specified by the instructor, in response to the learner’s performance. Note also that any student who performs such that these rules are invoked will view this material in the same mode, with no adaptation of the presentation delivery specific to the individual. Spoken language dialog systems implicitly adapt to the learner by allowing natural, freely formed spoken language input and adjusting spoken output according to the conversational context with the learner.  They can also support more explicit forms of adaptation [6, 7].  The remedial learner particularly requires more context-specific immediate feedback on performance. Further, this type of learner can better correct misconceptions if feedback is immediate and contextual [20, 21]. 

Although spoken dialogue offers potential benefits, it must be chosen carefully for the learning application and the learner.  The following section reviews research issues and results regarding when and how to use spoken language dialogue tutorial interfaces effectively, their potential disadvantages and methods for ameliorating those disadvantages.
Natural Language Dialogue Tutorial Systems: Textual vs.  Spoken Language 
   One important question to consider is whether textual, e.g., typed natural language (NL), or spoken NL dialogue systems are more effective or appropriate since a text-based interface may be less complex to implement than a spoken one.  Several benefits unique to spoken interaction have been hypothesized and empirically studied, including increased tendency towards self-explanation [5], access to the learner’s mental and emotional state via verbal and non-verbal cues in speech [6], and immediate contextual feedback [7].  To summarize, the issue of textual versus spoken dialogue has not been conclusively decided.  Both NL and spoken dialogue systems have demonstrated enhancements to learning [24, 4] but many factors should be considered in a comparison and selection.  Further no studies of this specific issue, text versus speech, have focused exclusively on the remedial learner in the isolated e-learning environment, where the benefits hypothesized for spoken interaction hold greater significance.  
Several textual NL tutoring systems have been developed, including AutoTutor and Why/AutoTutor [25, 26], which tutors students learning about computer literacy and physics through generating explanations of their reasoning during problem-solving, and CIRCSIM [27] which assists medical students to learn the human circulatory system  Each of these tutors uses textual, rather than spoken natural language input, though some use spoken or multimodal output.  AutoTutor has been evaluated and shown to enhance learning [24].  This system also incorporates an animated agent with spoken output., which raises a question as to whether it is the NL dialogue or the spoken agent that increases learning.  However, Graesser, Moreno et al. (2003) offer evidence is offered in [ ] that it is the NL dialogue content that affects learning, whereas the agent affects learner’s subjective feelings about it.  Nonetheless, it does not employ spoken language input and thus cannot be classified strictly as a spoken language dialogue tutorial system.    Such systems must be evaluated as a whole.
As mentioned, several advantages are hypothesized for spoken language tutors (using both spoken input and output).  One advantage concerns the increased tendency of the learner to self-explain reasoning in a spoken interaction.  This was observed in a study of typed versus spoken tutorial interaction [5], and has been correlated to increases in learning [28].  Another comparison of typed versus spoken human tutorials also found increased numbers of words per student to teacher ratio [29].  However, a study comparing spoken and typed dialogue tutors showed significant gains in learning in the spoken condition when the tutor was human, but no significant difference when the spoken tutor was a computer [].  Several possible limiting factors were cited in the study, including the sample size and the quality of the dialogue system, which simply “speech-enabled” an existing NL dialogue tutor [].   The inconclusive nature of these studies and the lack of focus on the remedial learner faced with the isolation of the E-learning environment make this a worthy topic for further investigation.  Our preliminary investigations have not shown
 Second, learner speech contains many features which can be used by a human tutor to assess the learner’s understanding and level of emotional stress and adapt their responses to the learner. These features include hedging (“I think, I guess”), disfluencies (“um”), and prosodics (pitch, intonation, number of pauses, and speaking rate) [4].   A spoken dialogue interface can detect such cues using speech recognition techniques and adapt the system responses accordingly, just as a human tutor does.
A simple example showing hedging and disfluency from the Pre-Algebra fraction conversion e-learning task is shown below:
Learner:
“I …um…I guess  I…understand improper fractions now..”

   Tutor:   “Would you like to work one more example converting to decimal?”
Results of research investigating the 


feasibility of recognizing student emotional states using acoustic and prosodic features have been promising [6, … ].  Although this research has not emphasized the remedial learner, a spoken language tutoring system for reading has investigated similar issues. Developed to enhance literacy acquisition (Aist & Mostow, 1997), the Reading Tutor listens to children read aloud and responds with corrective feedback if necessary.  A recent study of this system has shown that integrating human-provided emotional scaffolding with an automated reading tutor enhances student persistence (Aist et al., 2002).  (Look at this paper again…)
      Need for immediate contextual feedback

cite some Reading Tutor data…
  Despite the many possible advantages for spoken dialogue, it presents specific challenges which must be considered, perhaps the most important of which concerns misrecognition errors. 
Speech Recognition Challenges
  While a study of the effects of misrecognition errors in spoken tutorials on learners showed no negative correlation with learning, errors were negatively correlated with student desire to use the system again [Litman].   Cite other studies (Stanford, Peters…) regarding this issue.  

This ….that tutorial systems are no different than others in that misrecognition errors frustrate and confuse the user. This presents a… in the e-learning environment, particularly with respect to the remedial learner for whom motivation is already challenging. Confirmation strategies are important in error-handling and entail asking questions to confirm a user’s request to prevent errors. They can use minimal confirmation, i.e., infrequent, only for severest consequences, which means they disrupt the user less often to confirm but may allow more errors, or more frequent confirmation (Kamm, 1994). The latter approach prevents more errors, but disrupts the user more often. 
The Reading Tutor [ ]provides a relevant example for error-handling in adaptive e-Learning applications. It employs a computed certainty level to determine its confirmation strategy. It never says the student is right or wrong and thus confirms minimally. Instead it responds by speaking the correct word the student should have read and saying “mmmm?” if it believes, based on its confidence score, the student’s response was incorrect. 

The user frustration caused by cognitive load or emotional tension, feelings often experienced by the remedial learner, also tend to increase vocal stress, which can then result in a downward spiral of recognition errors and increased user stress. Detecting vocal stresses through prosodic, i.e., nonverbal aspects of speech, has shown promise in addressing this issue (Ostendorf, 1998; Scherer, Grandjean, Johnstone, Klasmeyer, & Banziger, 2002). By detecting such stressors early in the interaction, the system can choose strategies or provide responses to decrease user stress and thus prevent a downward spiral of recognition errors. The non-judgmental tactic of the Reading Tutor could be particularly beneficial in such situations for the remedial learner, but should be investigated and formally evaluated. Such an approach would clearly offer benefits similar to those of learner-based adaptive instruction.

Wrap up here and focus again on how the advantages of speech for the remedial learner have not been fully explored…
Then introduce dialogue issues – note that these are common to NL and spoken dialogue…





Dialog Context

While syntactic understanding must be considered in any NLU application, a dialog system must go beyond understanding based on single utterances. It must seek to understand the user within the entire context of the human-computer conversation or dialog. Consider, for example, in the e-learning fraction conversion task that the learner requests an activity reviewing improper fractions. Upon completion the learner, simply states:

Learner: “Show me how to convert these to decimal.”

The system should remember via some conversational context tracking method that ‘these’ refers to improper fractions. Ellipsis, leaving out words, presents similar problems. Applications such as the Reading Tutor do not offer possible solutions to these problems since they focus on sentence-level understanding. One approach used in other dialog systems implements a focus mechanism based on a theory of discourse, which assumes a conversation has “focus” and continually tracks and updates this focus (Sidner, 1983). In this case, the previous topic reviewed, improper fractions, may likely be considered the focus, although this issue can become more complex as users enter into sub-dialogs. Such a mechanism supports goals similar to those of the learner-based approach, albeit differing implementations, by recording and adapting to learner behavior, at least during a given dialog session. More recent work examines the relationship between collaborative discourse theory and tutorial dialogs and has particular relevance to the e-learning domain (Rickel, Lesh, Rich, Sidner, & Gertner, 2002; Murray, Van Lehn & Mostow, 2001). Maintaining and using this contextual information can potentially reduce the additional cognitive load, so detrimental to the remedial learner. However, the proper approach for this application is not easily quantified, and must be addressed in relation to the issue discussed in the following subsection, dialog initiative.

Dialog Initiative

Another issue arising in spoken dialog systems pertains to the level of control to provide the user in the conversation. Initiative becomes more complex in the learning environment, where issues such as whether and how to prompt and provide help are critical. For example, the Reading Tutor uses a 7-second time lapse without spoken input by the user as an indicator that the student needs help (Aist & Mostow, 1997). While this approach works for the reading application, it does not extend well to learning applications where complex thought may be required between interactions. Other cues, such as the prosodic changes mentioned earlier, may be more appropriate, and should be investigated. For instructor-based adaptive e-learning, however, information available via the IMS SS regarding learner skill and objective scores can also be considered in determining when and how to prompt and provide help. 

Once the decision to offer help is determined, the context-specific help described by Aist and Mostow (1997), i.e., by replaying the part of a sentence in which a word occurred, merits further investigation in e-learning environments, where direct instructor supervision is not available. Likewise, the use of automated questioning to improve comprehension similar to that used by Beck, Mostow, Cuneo, and Bey (2003) should be considered as well. Both would require refinements specific to instructor-based adaptive e-learning, incorporating student scores and sequencing information, but could be particularly beneficial to the remedial learner in these environments. These dialog initiative issues lead naturally to the discussion in the following subsection regarding spoken language generation and multimodal interaction.

 Spoken Language Output and Multimodal Interaction

Generating appropriate spoken language responses presents another interesting challenge for dialog systems. Not only must the textual response be expressed in a way that minimizes cognitive load, but the auditory, temporal nature of speech poses other constraints. The spoken output must respect user short-term memory limitations, e.g., lists must be short, timed appropriately, and allow the user control of repetition. In addition, multimodal dialog systems, incorporating input and output modalities beyond speech, present other concerns. Kalyuga (2000) discusses those relevant to learning, which include such issues as timing of presentation and avoiding redundancy of modalities. A time-sensitive, domain-independent architecture to study these issues in multimodal dialog has been instantiated in the Reading Tutor and described by Aist and Mostow (1997). This architecture appears promising for further examination in e-learning applications. 

Finally, the use of spoken praise is important for any learner, but particularly the remedial learner in the isolated e-learning environment, for whom positive reinforcement is critical. How often and how to express praise are issues examined by Aist and Mostow (1997), showing that both the student, e.g., “You’re a good reader,” as well as the performance should be praised, both for achievement, “That was a good answer,” and improvements, “That was better.” Again, such responses can provide important benefits similar to those of learner-based adaptive instruction.

                             Rural online communities, adult remediation, etc…

Case Study: An Integrated E-learning Dialog System
While the dialog system research issues reviewed above do not comprise an exhaustive list, they represent many of the problems to be solved in dialog research that offer greatest benefits in the e-learning environment. In this section, we describe a system designed to support workforce training. Our focus was initially an instructor-based approach. This entailed developing an e-learning content authoring suite, which implements complex sequencing through compliance with SCORM 2004 (ADL, 2004). We realized, however, that such efforts would be greatly enhanced by including at least the philosophical features of the learner-based approach. Therefore, although related commercial tools could provide some aspects of the instructor-based approach, modifying them to incorporate learner-based methods would not be feasible. In this section, we first present details of our dialog system architecture integrated with the e-learning application to provide a more learner-based delivery environment. We conclude this section by describing several example interactions with our e-learning system, described in (Baca, Brown, Miskelly, & Calhoun, 2004), to illustrate the intersection of important dialog research issues with adaptive instructor-based e-learning. 





























 Dialog System Description

Example Interactions


Consider first a simple example dialog from the Pre-Algebra application, where the learner is performing an exercise to compare a fraction to a decimal number. Assume that the learner requires help on converting a fraction to a decimal, but that the notion of a fraction is first introduced in the spoken dialog and hence, no context or focus information about the type of fraction is present:

User:
 “ Help me convert a fraction to a decimal.”

System:         “Do you wish to convert an improper or compound fraction?”

This illustrates the use of a mixed initiative strategy allowing the system to provide help, but to also intervene and ask questions rather than simply assume, without any contextual information, which type of fraction the user wishes to convert. If the learner has mastered the concepts of improper and compound fractions, such a strategy can prevent errors that could frustrate and impede the learner in mastering the underlying conversion concepts. If not, however, this response provides the learner the opportunity to further refine the help given and therefore, adapt the dialog to his or her deficiencies as shown in the following interaction:

 User:
 “What is an improper fraction?”

 System:
 “An improper fraction is one which contains a whole number  … An example is given….”     

This shows how the learner can adapt system behavior by initiating a subdialog, shifting focus to improper fractions. However, the contextual information contained in the Dialog Manager allows the system to “remember” the main task of fraction conversion stated earlier in the dialog. It thus follows the last response defining an improper fraction with:

          System:   “Would you like to see an example converting an improper fraction to a decimal?”


Now consider a more complex example dialog, which illustrates the issues of dialog context, initiative and spoken language generation specific to the instructor-based adaptive e-learning application. Refer again to the Fraction Conversion Remedial Review activity given in Figure 4 on converting fractions to decimals. In this example, the sequencing specification does not innately provide for explaining why the remediation is shown or setting it in context. Providing this contextual explanation and then allowing the learner to customize the information displayed could significantly enhance the remediation process. Extending the system response to use spoken language dialog could result in the following interaction. The dialog system first provides an immediate contextual explanation to the learner of problems identified:

System:
“Your scores on comparing percentages and fractions indicate you needed review of these topics. It appears you had trouble converting fractions to decimals.” 

The system then allows the user to customize the information displayed by selecting from a set of supporting skills. Such customization is not inherent to IMS SS (IMS 2003). If all skills scores were equally deficient, all would be presented without considering the learner’s self-assessment. In contrast, the interaction shown below allows the learner to choose the topic of greatest deficiency through self-assessment:

System: 
“Converting fractions to decimals requires these skills and knowledge:


Understanding compound fractions


Converting compound fractions to improper fractions 


Converting improper fractions to decimal 


Which of these skills do you feel you need to review?”

User:
“I don’t …understand improper fractions.”

System: 
“An improper fraction is one in which the numerator is larger than or equal to the denominator. Look on the lower right corner of your screen to see an example.” [A graphic of an improper fraction is shown highlighted on the screen area.] “Would you like to review the exercise on improper fractions?”

User: 
“No. What is a denominator?”

System:
“The denominator is the quantity below the line in a fraction. Look on the lower right corner of your screen to see an example.” [A graphic of a denominator is shown highlighted on the screen area.]

The dialog may continue in this manner, directed by the learner, until the learner chooses to move to the next activity or terminate the session. This example illustrates certain learner-specific features that are not supported by IMS SS, but which a dialog system, through its internal contextual information, can provide: 1) the ability of the learner to refine the adaptive response, beyond what the teacher anticipated in the sequencing rules and 2) the ability to contextually query the glossary while receiving targeted instruction based on instructor sequencing and test performance. These also illustrate how dialog system issues regarding context, initiative and spoken language output might be addressed specific to instructor-based adaptive e-learning. In addition, this example illustrates a multimodal dialog, incorporating spoken language with graphic output. As mentioned, spoken output must be generated to complement the graphical presentation and timed appropriately, e.g., spoken descriptions of screen events must occur simultaneous to the events, such as “View the lower left screen to see an example of a complex fraction.” Further, with regard to spoken output, presentation of the list of skills and objectives required for conversion should adhere to the rules regarding user short-term memory.

Another significant issue regarding spoken language output concerns the use of praise. It is important to praise both the learner and the learner’s performance (Aist & Mostow, 1997). Praising the performance for both achievement and improvement is naturally supported in the instructor-based adaptation model, but requires refinements. Scores on skills and objectives provide information that can be used. For example, if the student passes a module on the first try, the system responds:

System:
“You have demonstrated mastery of this material. You can go to the next activity…”

If the student passes a module on the second try, the system responds:

System: 
“Way to go! You can now convert fractions to decimals. You are ready for the next activity…”

However, if the student scores less than 85, but greater than the first score, the system responds:

System:
“Good job. You’re improving, but still need some more review.”

   Lastly, praising the individual adult learner is difficult to achieve in a way that does not intensify feelings of self-consciousness. We are currently relying on the use of performance praise, as we evaluate ways to achieve learner praise constructively.

Conclusions

The application of spoken dialog to e‑learning is creating new research opportunities for human language technology. We have shown how adaptation plays a significant role in an e-learning system, since success is often determined by a system’s ability to detect and adapt to a specific learning style. These systems must incorporate aspects of both the instructor-based and learner-based approaches. Spoken dialog systems provide many of the benefits of the learner-based approach by adapting implicitly to the learner’s needs in a human-computer interaction. Many issues in dialog systems research must be uniquely explored in the e-learning environment. We have reviewed these salient issues as they have been addressed in other educational applications and described how we are exploring them specifically with respect to the e-learning domain. In particular, our initial efforts are focusing on the use of dialog context, system initiative, and spoken output. 

Of critical importance, we are following a user-centered design process by including the participation of a group of local community college instructors and learners in the design of all critical components of our system. This significantly enhances the value of our early results, which could have greatest potential impact on this user group in the areas of dialog context, system initiative, and spoken output. We will continue to follow an iterative user-centered design process, incorporating user feedback in the next version of the system to be evaluated by both the original user group and other user groups within the region. Our longer-term goals entail conducting more formal evaluations of the technology, including experts from education, user interface design, and human language technology in the evaluation process. 
To conclude, the use of spoken dialog systems in e-learning presents many unique and important research challenges in the areas of human language technology, human-computer interaction, and education. We are exploring how to address these interdisciplinary challenges in ways that support the needs of online educators and learners. 
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