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Abstract

Statistical techniques based on Hidden Markov models (HMMs) with Gaussian emission densities have dominated the signal processing and pattern recognition literature for the past 20 years. However, HMMs suffer from an inability to learn discriminative information and are prone to overfitting and over‑parameterization. Recent work in machine learning has focused on models, such as the support vector machine (SVM), that automatically control generalization and parameterization as part of the overall optimization process. SVMs have been shown to provide significant improvements in performance on small pattern recognition tasks compared to a number of conventional approaches. SVMs, however, require ad hoc (and unreliable) methods to couple it to probabilistic learning machines. Probabilistic Bayesian learning machines, such as the relevance vector machine (RVM), are fairly new approaches that attempt to overcome the deficiencies of SVMs by explicitly accounting for sparsity and statistics in their formulation. 

In the proposed paper, we will review the past 30 years of research into these new learning machines, and describe how they can be used to solve many traditional signal processing problems. Unifying themes in this work are the concepts of risk minimization and margin maximization, which can be viewed as a generalization of the maximum likelihood principle so fundamental to many signal processing approaches. It is our belief that this information has not been previously explained in a way that makes it accessible to mainstream signal processing researchers, so we believe this paper will have significant tutorial value.

Please direct all correspondence to: Joseph Picone, Institute for Signal and Information Processing, Box 9571, Mississippi State University, Mississippi State, Mississippi 39762, Tel: 662-325-3149, Fax: 662-325-2298, Email: picone@isip.msstate.edu.

A. Overview

Signal processing as a field has evolved significantly in the past 40 years. Simplistic techniques in which a premium was placed on the design of smart feature extraction algorithms (e.g., analog filterbanks) and an understanding of the basic physics of a problem (e.g., physiological models in speech processing) have given way to powerful statistical methods which automatically learn in data‑driven modes. In some sense, we can point to a progression of techniques: ad-hoc measurements such as filter bank energies (popular in the early 1960’s), Fourier methods (popular in the late 1960’s and early 1970’s), maximum entropy and least mean square error methods (popular in the late 1970’s), temporal modeling techniques such as dynamic time warping (popular in the late 1970’s and early 1980’s), and Markov models (popular in the mid-1980’s and early 1990’s). By the mid-1990’s, the field of machine learning had grown tremendously, generating many new competing techniques for the generation beyond Markov models. Most of these techniques are rooted in principles of maximum likelihood, and use the Expectation Maximization algorithm to estimate parameters and optimize performance today.

Statistical techniques based on Hidden Markov models (HMMs) with Gaussian emission densities have dominated the signal processing and pattern recognition literature for the past 20 years. However, HMMs suffer from an inability to learn discriminative information and are prone to overfitting and over‑parameterization. Artificial neural networks (ANNs) have been proposed as a replacement for the Gaussian emission probabilities under the belief that the ANN models provide better discrimination capabilities. However, the use of ANNs often results in over-parameterized models which are prone to overfit​ting. Techniques such as cross-validation have been suggested as remedies to the overfitting prob​lem but employing these is wasteful of both resources and computation. Further, cross-validation does not address the issue of model structure and over-parameterization. 

Ironically, in the early 1970’s, Vapnik introduced a discriminative learning technique based on the principle of risk minimization and maximum margin classification. This learning machine, known as a Support Vector Machine (SVM), has been shown over the years to provide near optimal performance on a wide variety of static classification tasks. Like all good innovations, it has taken a while for researchers to understand the original theory. Today, SVMs are quietly moving into the mainstream of the signal processing literature. However, this approach has serious drawbacks for many problems of great interest to signal processing researchers that involve data that cannot be separated by linear classifiers, or exhibits a large amount of ambiguity. Bayesian methods have previously been popular for dealing with such cases. Naturally, there is an integration of Bayesian methods and margin maximization emerging, and that is an important point of this paper. These approaches can be described from a unified theory based on risk minimization.

Similarly, recent work on machine learning has moved toward automatic methods for controlling generali​zation and parameterization. SVMs use the principle of structural risk minimization to simultaneously control generalization and performance on the training set. SVMs have some significant shortfalls. First, the SVMs are not probabilistic in nature and, thus, are not able to adequately express the posterior uncertainty in predictions. This is particularly important in signal processing applications in which there is significant overlap in the feature space. SVMs also make unnecessarily liberal use of parameters to define the decision region. Bayesian models which take the same form as an SVM model, but comprehend sparseness in their design using the concept of automatic relevance determination, have been found to provide generalization performance on par with SVMs while typically using nearly an order of magnitude fewer parameters. Therefore, risk minimization and automatic relevance determination become key concepts in understanding these contemporary approaches. There are few good tutorial papers on these topics that are presented in ways signal processing researchers can easily understand.

B. Outline

An outline of the proposed paper is shown below:

I. Introduction

a. Historical overview of the evolution of signal processing

b. Bayesian methods in signal processing

c. Discrimination vs. Representation

d. Relationship to neural networks

II. Risk Minimization

a. Expected Risk

b. Empirical Risk

c. VC Dimension

d. Principle of structural risk minimization

III. Support Vector Machines

a. Support Vectors and Hyperplanes

b. Optimization

c. Kernels

d. Soft Margin classifiers

e. Experimental results

IV. Sparse Bayesian Methods

a. Bayesian Modeling

b. The Evidence Framework

c. Relevance Vector Machines

d. Comparison of RVMs an SVMs

e. Experimental Results

V. Applications in Speech and Signal Processing

a. Static pattern classification

b. Integration with temporal models

VI. Summary and Conclusions

In addition to the technical material described above, we will reference readers to publicly available software that implements the ideas discussed above. These resources include data, Java and C++ code that make it easy to replicate the examples cited in the paper.
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