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**Abstract**

Manual analysis of EEG signals is a tedious, time-consuming task that requires a highly trained neurologist. Interrater agreement amongst experts is low, and automatic processing techniques suffer from high false alarm rates. It is a challenging task because the events of interest occur infrequently and often occupy less than 0.1% of the duration of the signal. In this paper, we present an automatic seizure detection algorithm based on hidden Markov models that uses a supervector approach to identify and localize seizures. Principal component analysis is used for dimensionality reduction. Results are presented on the TUH EEG Corpus ­– the largest publicly available corpus of clinical EEG recordings. The proposed supervector model produces a 10% relative reduction in specificity compared to our baseline system that uses channel­-independent features. The proposed algorithm is computationally inexpensive, making it suitable for real-time critical care applications such as Intensive Care and Epilepsy Monitoring Units.

*Index Terms*— hidden Markov models, principal component analysis, electroencephalography, seizure detection

# Introduction

Electroencephalograms (EEGs) are used in a wide range of clinical settings to record electrical activity along the scalp. EEGs are the primary means by which physicians diagnose brain-related illnesses such as epilepsy and seizures [1]. However, detection of seizure events in a clinical setting requires a highly trained, board-certified neurologist. It is a time-consuming and expensive process since identifying rare clinical events requires analysis of long data streams. EEG event detection poses an interesting signal processing problem for several reasons including: (1) the duty cycle of the signal of interest is extremely low – events of interest occupy less than 0.1% of the duration of the signal, which means the prior probability of an event is very low; and (2) interrater agreement between experts is low [2][3] – epileptiform activities can often be considered ictal, inter-ictal or postictal depending on a clinician's experience [4]; (3) patients are often sedated with anesthetics which tend to reduce EEG amplitude and frequency, increasing confusion amongst expert readers; and (4) around 19% of patients have electrographic seizures without any clinical signs [4].

Automatic seizure detection can reduce the time to diagnosis, reduce errors and enhance real-time applications by auto scanning EEG signals and flagging sections of the signal that need further review by a clinician. Though many algorithms have been applied to this problem over the years [5]­­-[7], commercial systems perform poorly in critical care settings [8]. These systems suffer from a very high false alarm rate, which in turn overwhelms healthcare workers who must service these alarms. Therefore, most alerts from these types of systems are ignored in clinical settings. The goal of our work is to achieve a false alarm rate of 1 per 8 hours per patient. Current systems operate at rates at least two orders of magnitude higher than this. Hence, there is a clearly defined technology need and motivation to evaluate new approaches to the problem.

Machine learning has made tremendous progress over the past three decades due to rapid advances in low-cost highly-parallel computational infrastructure, powerful machine learning algorithms, and, most importantly, big data. Although contemporary approaches for automatic seizure detection have employed more modern machine learning approaches such as neural networks and support vector machines [9], state of the art machine learning algorithms [10][11] that employ high dimensional models have not previously been utilized in EEG analysis because there has been a lack of sufficiently large databases to support training of these models. These models incorporate a large number of parameters and sophisticated training techniques that require orders of magnitude more data than is typically found in publicly available databases [12][13]. Further, most available databases do not accurately characterize clinical settings where there are a host of practical problems that often result in false alarms (e.g., electrode connectivity, patient movement).

Recently, a significant big data resource, known as the TUH EEG Corpus [14], has become available, offering a unique opportunity for machine learning research. This data collection project is an ongoing effort and currently includes over 30,000 EEG sessions from over 16,000 patients. It spans 14 years and includes virtually all EEGs administered at Temple University Hospital. The database includes detailed physician reports and patient medical histories, which are critical to the application of deep learning. In this study we are using a subset of the data, described in Section 5, that has been manually reviewed for seizure events.

# Applications of Hidden Markov Models

An overview of our baseline system architecture for automatic EEG interpretation is shown in Fig. 1. This architecture is based on a low-level event detection system that uses hidden Markov models (HMMs), and borrows heavily from our previous work in speech recognition [15][16]. There are four major features of the system: (1) feature extraction that integrates cepstral and energy measures that are enhanced by differential energy measures; (2) epoch-level hidden Markov model technology to achieve high performance classification [17]; (3) a self-training process to ingest and classify (data wrangling) large amounts of EEG data [18]; and (4) two levels of postprocessing that integrate spatial and temporal context.

This system identifies six types of events: (1) spike and sharp wave (SPSW), (2) generalized periodic epileptiform discharge and triphasic waves (GPED), (3) periodic lateralized epileptiform discharge (PLEDs), (4) eye movement (EYEM), (5) general artifact (ARTF) and (6) background activity (BCKG). The first three events relate to signal events of interest while the last three are used to improve classification of the background signal. This system delivers 90% detection accuracy and a 5% false alarm rate on clinical data. Our focus in this study is to adapt this system to the task of seizure detection for critical-care applications in Intensive Care Units (ICU) and Epilepsy Monitoring Units (EMU).

The first pass of processing performs event detection using a feature extraction approach [15] that parallels the well-known cepstral filter bank approach used in speech recognition [19]. One small variation of note is that we use a linear frequency scape rather than the mel scale. We refer to this system as channel independent since our HMMs are not trained on specific EEG channels. The same model is used across all channels. Our experiments with other popular approaches to feature extraction, most notably wavelets, have shown very little advantage over MFCCs on the TUH-EEG Corpus.



Fig. 2. Supervector feature stacking



Fig. 3. Feature weights are shown for channels C4-T4 and P4-O2 (top) along with the percent of the variance explained by the first 20 principal components.



Fig. 1. An overview of a seizure detection system based on hidden Markov models and supervector features.

Since neurologists typically review EEGs on a standard PC monitor using a 10-second per view window, which often translates to a temporal resolution of 1 second for annotations, we designed our pattern recognition system to classify data on 1-second epochs. We further subdivide these 1 sec epochs into frames that are 0.1 secs in duration, so that we can model each epoch as a sequence of 10 frames. In a previous study, we have systematically calibrated the feature extraction parameters and we showed that the use of a novel differential energy feature improved performance for absolute features, but that benefit diminishes as first and second order derivatives are included [15]. We have shown there is benefit to using derivatives and there is a small advantage to using frequency domain energy. The output of the feature extraction component of the system is a feature vector of length 26 generated 10 times a second. There are 22 channels of data in a standard 10/20 EEG [1], which means the overall dimension of this feature vector is 22x26 = 572.

Our channel-independent baseline configuration classifies a group of frames as an event on a per-channel basis using an HMM based classifier. We use standard three-state HMM models that employ a left-to-right topology [16] to encode the temporal evolution of the signal. In this study, a binary classification is used in which there are two models: seizure and non-seizure. The system was implemented using HTK [20]. An extension was developed that calculates the likelihood of the data given a model for a defined segment of the signal. Labels are output for each epoch for each channel, and then postprocessed to produce a single decision based on the individual channel outputs. Discriminative training was not used though preliminary experiments have shown only marginal gains for using such approaches.

# SUPERVECTORS

Some seizure events, known as focal, tend to appear on a specific set of channels. Other events, known as general, appear across all channels. There are systematic differences in the nature of the signal for seizure and non-seizure events. Therefore, to obtain a baseline level of performance, we explored a simple Principal Components Analysis (PCA) [21] approach to modeling and analyzing the stacked feature vectors produced by the appoach shown in Fig. 2. In this study, we explored only stacking across channels, though in related work, we are developing deep learning techniques for stacking in both space and time. The goal of this study was to determine if spatial correlations would impact seizure detection performance. The supervector was then represented in a lower dimensional space through the implementation of PCA.

The weight of the channel independent feature vectors was analyzed and plotted for two relevant channels: C4-T4 and P4-O2. These two channels were selected due to the fact that they represent the channels with the most (C4-T4) and the least (P4-O2) seizure observations in our dataset. The weights for the eigenvector corresponding to the largest eigenvalue are shown in the top of Fig. 3. The variance explained by the first 20 principal components is also shown in the bottom of Fig. 3.

Note that in this picture the weights of the feature vectors are higher in the 4th and 5th cepstral coefficients, which correspond to the mid-frequency range alpha and beta waves that are commonly found in awake adult EEGs (~12Hz-16Hz). It is also evident that the weights of the features are similar across channels, emphasizing the mid-frequency range and attenuating the energy term and lower frequencies. These eigenvectors are clearly accounting for spectral variations between the signal events of interest and the background channel, and are also creating a focus on the frequency range most critical to seizure detection. Neurologists routinely consider alpha and beta wave behavior in assessing a seizure, and PCA is attempting to learn something similar.

The first 20 principal components, plotted in the bottom plot of Fig. 3, explain 19% of the variance present in the data. This is relatively small and indicates that no single subset of the input feature vector explains a large percentage of the variance. In fact, the amount of additional variance explained by each feature above rank 20 is fairly small, with approximately 95% of the variance being explained by the first 300 eigenvalues. Hence, it is clear that the discriminating power of these features can be improved.

# Evaluation MetrICS

We characterized the performance of our seizure detector in terms of sensitivity and specificity using three evaluation methodologies: per epoch, per record and per term. Sensitivity refers to the percentage of test seizures correctly identified as seizures. Specificity refers to the percentage of declared seizure activity in the absence of an actual clinical seizure. In addition to the core evaluation procedure, we also present results using a Detection Error Tradeoff (DET) curve. Since performance evaluation is not consistent throughout the research literature, we present results using three common evaluation metrics that have appeared in the literature.

**4.1. Per Epoch Evaluation Methodology**
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Fig. 3. Feature weights are shown for channels C4-T4 and P4-O2 (top) along with the percent of the variance explained by the first 20 principal components.

Our initial approach to evaluating seizure detection was based on signal epochs. Evaluation is channel specific meaning that each channel was assessed and included in the overall performance. Correct and spurious detections are verified by finding matching hypothesis and reference epochs and comparing their class labels. The raw comparison is a simple evaluation method without any post-processing steps. The epoch duration is defined as 1 second in this study. The advantage of this approach is that it evaluates a system’s ability to assess the locality of a seizure.

**4.2. Per Record Evaluation Methodology**

An option of performing classification, and hence evaluation, over the raw output data is to collapse spatial (i.e. channel) information. Based on this idea, an evaluation approach of records was implemented. A single judgement was made for each epoch that applied to all channels. To collapse channels, label files for the input data are processed to represent information in a single time axis. The idea is to make classification space independent, classifying a time interval of the whole EEG recording into seizure or background. Since the data is labeled for supervised learning, collapsing reference information is a simple task. It is defined a priority value for classes to decide how a time interval must be classified. Intervals of the same recording are evaluated in different channels through a priority queue. The priority values are specified as parameters, allowing maintainability. For seizure detection, the seizure class has the highest priority.

The hypothesis case is analogous, although an averaging process over channels is introduced to deal with likelihoods. In addition, the process accepts a time smoothing operation using neighboring time events. The procedure can be summarized as the application of a simple box filter over the system output hypothesis files. The data for a recording can be visualized as a rectangular matrix, with height equals to the number of channels and width equals to the number of epochs. The box filter has the same height as the data matrix itself and a variable width value accepted as a parameter. The output hypothesis vector entries follows this formula:

$h\_{k}=\frac{\sum\_{0}^{n-1}\sum\_{k-W}^{k+W}H\_{ij}}{n\*(2W+1)}$

Where n is the number of channels in the EEG data, and W is the number of neighboring epochs to be used. For this paper, n=22 and after calibrating results we selected W=3.

 With reference time delimitation, hypothesis epochs correspondent to a reference record are averaged. The class likelihoods for background and seizure are compared and a class label is stipulated for the hypothesis record.

 Since spatial information is collapsed and records are in a greater scale than epochs, the cost of strictly evaluation (i.e. counting spurious and correct detected events) is significantly reduced. In the other hand, the process introduces post-processing steps that increases the overall cost when compared to the epoch-based methodology.

**4.3. Per Term Evaluation Methodology**

Opposing to per epoch and per record performance metrics, in per term evaluation methodology, terms are defined as maximized single-class time intervals of signal. In this basis, spatial information is abstracted and terms can be computed either for collapsed or expanded channel information data. The goal is to achieve a general methodology for seizure detection, taking into account peculiarities of the problem domain.

The procedure begins with term generation for reference data. A merging algorithm joins together consecutive time intervals of signal labeled with the same class. Reference terms are used to generate hypothesis terms, giving time intervals to delimit macro terms. Hypothesis sub terms are computed through the same merge algorithm used for reference, although limited by macro term duration. In this case, the hypothesis term data structure has one more dimension than the reference one, as if each reference term was expanded into hypothesis sub terms.

To be independent of spatial information, the merging algorithm accepts lists of 3-element (i.e. start time, stop time and class label) data events. The list is parsed grouping consecutive events of the same class. Terms related to each group are added to the returning term list by selecting the start time of the earliest event in the group, the stop time of the latest and the group class.

Correct and spurious detected terms are counted based on the reference term class using two rules. The rule for seizure uses a threshold ratio to define a correct match of a hypothesis term. If the summed duration of hypothesis seizure sub terms of a reference seizure term is greater than the threshold ratio times the reference duration, a correct detection is accounted. For background terms, a threshold duration of seizure is used instead. A background term is accepted as a correct detection if and only if there are no seizure sub terms longer than the specified threshold duration.

In summary, in per term evaluation methodology, basic detection performance will be characterized via standard detection error tradeoff (DET) curves of sensitivity versus specificity. Sensitivity and specificity are functions of the detection threshold, theta, and will be computed separately for each search term using this formula:

$Sensitivity(term,theta)=\frac{N\\_correct(term, theta)}{N\\_true(term)}$

$Specificity(term,theta) =\frac{N\\_spurious(term, theta)}{N\\_nt(term)}$

Where N\_correct(term, theta) is the number of correct (true) detections of term with a score greater than or equal to theta, N\_spurious(term, theta) is the number of spurious (incorrect) detections of term with a score greater than or equal to theta, N\_true(term) is the true number of occurrences of term in the corpus, and N\_nt(term) is the number of opportunities for incorrect detection of term in the corpus.



Fig. 4. Performance as a function of supervector dimension

# Experiments

In this section, some experimental results will be presented. The TUH-EEG corpus has been used. The dataset in TUH-EEG mostly have two different montages: REF and LE. In this paper, just those sessions that have REF montages are used for training and evaluation. A major goal of this study was to generate a large annotated corpus of seizure events that can support machine learning experiments. For this goal, we implemented a semi-automated strategy to label seizures. In the first step, TUH-EEG reports are analyzed using natural language processing techniques like NegEx [20] to locate sessions most likely to contain seizures. Then these sessions manually reviewed by an expert. The statistics of session and patient information of TUH\_EEG database annotated with seizures for this study is presented in Table 1.

The process of annotating based on NLP resulted in 346028 seconds of seizure data and 371423 of data that do not include seizures which simply referred as background in this paper. The statistics for total, training and evaluation dataset are represented in Table 2.

The first series of experiments were run on this dataset using independent channel feature based on HMM to calibrate the parameters. Then the second set of experiments were run on the same dataset using super vector features based on HMM to evaluate this approach against independent channel feature method.

Table 1. An overview of the seizure detection subset

|  |  |  |  |
| --- | --- | --- | --- |
| **Description** | **Files** | **Sessions** | **Patients** |
| TUH\_EEG (v0.6.0) | 38,408 | 16,982 | 10,868 |
| NLP Pool | 2,969 | 946 | 669 |
| Manually Verified | 270 | 174 | 118 |
| Seizures with REF Montage  | 216 | 125 | 69 |
| Seizures with LE Montage | 54 | 49 | 49 |

Table 2. Total duration of the data in seconds

|  |  |  |  |
| --- | --- | --- | --- |
| **Model** | **Train** | **Evaluation** | **Total** |
| Seizure | 292,689 | 53,339 | 346,028 |
| Background | 308,240 | 63,182 | 371,423 |

Table 3. Seizure detection results for the TUH EEG subset

|  |  |  |  |
| --- | --- | --- | --- |
| **System** | **Per Epoch** | **Per Record** | **Per Term** |
| **Sens.** | **Spec.** | **Sens.** | **Spec.** | **Sens.** | **Spec.** |
| Indep. | 78.3% | 35.1% | 94.3% | 25.0% | 94.3% | 15.4% |
| SuperV | 72.8% | 24.1% | 86.4% | 13.5% | 86.4% | 23.1% |

A DET curve for calibrating of PCA size for super vector feature experiments is presented in Fig. 4. Four different PCA size used in these experiments. The results of these experiments can be compared with independent channel approach. As you can see all the experiments deliver a better performance in comparison with independent channel approach. The best result for super vector feature can be achieved by PCA size of 13.

Additionally the results of the seizure classification task on TUH-EEG for both of the independent channel feature and super vector feature based on HMM are presented in Table 3. The results for super vector in this table is related to PCA size of 13. As you can see super vector approach drops specificity by 10% based on per epoch evaluation methodology. The improvement for per record and per term methodology is about 2%.

# Conclusions

In this paper we have introduced a new approach for seizure classification based on HMMs that uses a supervector feature vector. We demonstrated that this approach improved performance by decreasing the error rate associated with sensitivity by 10% relative. In addition, this approach gives us the ability to localize seizures by channel and significantly decreases the computational requirements.

 Our main challenge now is significantly reducing the false alarm rate. We are currently exploring deep learning approaches to doing this. Integrating spatial and temporal context and improving discrimination between background and signal events will be critical to achieving substantial reductions. Some form of real-time adaptive patient normalization might also be required.
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