
ASSESSING SEARCH TERM STRENGTH IN SPOKEN TERM DETECTION 

 Amir Hossein Harati Nejad Torbati and Joe Picone 

Department of Electrical and Computer Engineering         
Temple University, Philadelphia, USA                         

amir.harati@gmail.com,  picone@temple.edu 
 

ABSTRACT 

Spoken term detection (STD) is an extension of text-based 
searching that allows users to type keywords and search 
audio files containing recordings of spoken language. 
Performance is dependent on many external factors such as 
the acoustic channel, the language and the confusability of 
the search term. Unlike text-based searches, the quality of 
the search term plays a significant role in the overall 
perception of the usability of the system. In this paper, we 
present a system that predicts the strength of a search term 
from its spelling that is based on an analysis of spoken term 
detection output from several spoken term detection systems 
that participated in the NIST 2006 STD evaluation. We 
show that approximately 57% of the correlation can be 
explained from the search term, but that a significant 
amount of the confusability is due to other acoustic 
modeling issues. 
 

Index Terms— spoken term detection, voice keyword 
search, information retrieval 

1.  INTRODUCTION 

Spoken term detection (STD) systems differ from text 
search engines in one significant manner – the match 
between a keyword and the audio data is approximate and is 
typically based on a likelihood computed from some sort of 
pattern recognition system. The performance of such 
systems depends on many external factors such as the 
acoustic channel, speech rate, accent, language, and the 
confusability of search terms. In this paper, our focus is on 
the latter issue. Our goal is to develop algorithms to predict 
the reliability or strength of a search term using the error 
rate of the system as measure of the performance.  

The accuracy of a search term is a critical issue for 
frequent users of this technology. Unlike text searches, 
sorting through audio data that has been incorrectly matched 
can be a time-consuming and frustrating process. State of 
the art systems based on this technology produce results that 
are not always intuitive – a close acoustic match might not 
necessarily be close in the semantic space. Therefore, the 
goal of this work is provide users some prior knowledge of 
which search terms are likely to be more accurate than 
others. Password strength checkers, which are a similar 
technology, have become very commonplace, and represent 
a functional model for this work. 

An online demo of the system is available at: 
http://www.isip.piconepress.com/projects/ks_prediction/demo/. A 
screenshot is shown in Figure 1. Our general approach has 
been to analyze error patterns produced by existing keyword 
search systems and to develop a predictive model of these 
errors. The basis for this work is the NIST Spoken Term 
Detection (STD) conducted in 2006  [1]. This data is rather 
unique because we have reference transcriptions for the 
utterances as well as keyword search results for three of the 
participants: BBN, IBM and SRI. With such data, we can 
explore machine learning algorithms that attempt to develop 
mappings between features derived from the spelling of a 
keyword and the associated error rate for that keyword. This 
process is summarized in Figure 2. 

 Note that this strength prediction function is not just a 
function of the term’s spelling (and other linguistic 
properties that can be derived solely from the spelling). For 
example, if a term appears in audio data from a noisy 
acoustic channel much different than the conditions of the 
STD evaluation, the error rate associated with that term 
might not be correctly predicted. Acoustic issues are 
difficult to represent with this model. One way of 
overcoming this problem is by marginalizing over all other 
factors, either by imposing similar conditions for the entire 
corpus (which is very difficult) or by using a very diverse 
and large corpus to minimize the average effect of other 
factors. 

In this research, however, we do not have access to the 
STD systems and we are simply given their output data on 
various recognition and keyword search tasks. As a result of 
this limitation, the error rate calculated for each term is not 
completely marginalized over all other factors and 

 
Figure 1. A screenshot of a tool that assesses voice keyword
search term strength and displays a confidence measure. 



effectively contains some noise. Therefore, a secondary goal 
from this work was to see precisely how much of the 
performance can be explained simply from automatically 
generated linguistic information. 

2.  SEARCH TERM STRENGTH PREDICTION 

The goal of a typical STD system  [1] is “to rapidly detect 
the presence of a term in large audio corpus of 
heterogeneous speech material.” STD systems for practical 
reasons typically index the audio data as a preprocessing 
step, allowing users to rapidly search the index files using 
common information retrieval approaches. Indexing can be 
done using speech to text (STT) systems with phonetic 
acoustic models  [2], or simpler engines based on phoneme 
recognition  [3] [2]. The STT approach, which we will focus 
on in this paper, is summarized in Figure 3. 

STD like most detection tasks can be characterized in 
terms of two kinds of errors: false alarms and missed 
detections. The first type of error occurs when the system 
declares an occurrence falsely and the second type occurs 
when the system does not spot an actual occurrence. In 
practice, there is always a trade-off between these two kinds 
of errors and users can tune the system to work according to 
the application requirements. The overall error could be 
defined as a linear combination of these two terms. In this 
paper, we give equal weights to both factors. 

A summary of our approach is given in Figure 2. The 
preprocessing block performs normalization. Post-
processing is an optional block to convert the predicted error 
to a more proper score (i.e. score between 0-100) using a 
deterministic function. A key element of this work is the 
machine learning algorithm. We investigated three 
approaches using standard MATLAB toolboxes  [4]: linear 

regression (regress), a feed-forward neural network (Neural 
Network Toolbox) and regression trees (classregtree).  

A fourth approach based on a k-nearest neighbor 
(KNN) regression was also developed. An intuitive 
approach to estimate the error associated to a new term is to 
look at structurally similar terms that exist in the training 
data and average their associated errors. This is known as 
k-nearest neighbor regression. The only difficulty is to find 
structurally similar terms. We use dynamic programming to 
find the distance between different terms that can be 
calculated based on phonetic transcriptions. In this way, we 
can find phonetically similar terms in the training dataset 
and use them to estimate the error for the new term.  

The first step in the process, feature generation, is 
perhaps the most interesting portion of this work. In order to 
use the above algorithms, features should be extracted from 
the spellings of the keywords. The first step is to convert 
terms into phonetic representations using a combination of 
dictionaries and letter-to-sound rules  [5]. Converting to 
broad phonetic class (BPC) and consonant-vowel-consonant 
(CVC) representations can be done easily using a 
conversion table. Other features such as duration, type of 
initial and final phonemes, number of vowels and 
consonants, ratio of vowels to consonants, number of letters,  
number of syllables and also different N-gram 
representations can be calculated using the basic phonetic 
representation. 

Some features are more subtle to compute. An initial 
hypothesis in this work is that duration plays an important 
role in search term accuracy [1]. Duration can be estimated 
by using a reliable dataset of phonetically-segmented data to 
construct a table for the average duration of all N-grams. By 
converting each term into its N-gram representation we can 
simply compute its average duration using this look-up 
table. Here we have used a simpler approach based on the 
monophone representation. Syllable counts, which are 
correlated with duration, were computed using dictionary 
lookup and syllabification software  [6].  

Each search term was converted to its feature 
representation using the above approaches. These features 
represent the input to the process.  The search term error rate 
was extracted from the NIST 2006 evaluation results. This 
represents the desired output. Our experiments focused on 
predicting error rates from these features. 

3.  EXPERIMENTATION 

Our experiments were implemented using MATLAB. 
Both closed loop and open loop tests were conducted. For 
the closed loop case all data was used for both training and 
testing. For the open loop case, data has been divided into 
two disjoint sets (80% for training 20% for testing). This 
partitioning was created randomly and repeated 100 times. 
The results of these 100 independent experiments were 
averaged to produce our error rate estimates. Mean square 
error (MSE) and correlation (R) were used to measure the 

Figure 2. An overview of our approach to search term strength
prediction that is based on decomposing terms into features. 

 
Figure 3. An overview of a common approach to voice keyword
search that uses an STT system to perform indexing [2]. 



p

d
th
e
a
n
r
o

o
w
li

ta
u
F
p

p
e
c
S
r
s

c
la
c
r
th
B
“
c

f
P

F
th

performance of
Four datas

data used for t
he NIST 2006

evaluation resu
and SRI and fo
news, telephon
reduce the eff
occurred at leas

This data 
output on the F
was significan
imited it to term

Third, we u
ask generated 

used terms that
Finally, to e
phonetically tra

The first co
practical exper
explore error 
confirm that a
Several featur
relationship. In
selection of fea

In these 
combinations. 
abeled “Durati

combines dura
refers to the nu
he number o

Bigrams” refer
“CVC” refers 
consonant or vo

From thes
feature combin
Performance d

Figure 4. The rel
hat longer words

f the algorithm
sets were used
the prediction 
6 evaluation re
ults for three d
or three differe

ne conversation
fect of noise 
st three times in

was supplem
Fisher corpus p
ntly larger tha
ms that occurre
used speech re
by the Aurora
t occurred at l
estimate dura
anscribed datas
orrelate we exp

rience tells us 
rate as a fun
s a first-order
res, however,

n Table 1 throug
ature sets on thr

tables, row
For example, 

ion+Syll” whic
ation and the 
umber of cons
of vowels. A 
s to bigrams of
to a reduction
owel class. 
e tables we ca

nations resulted
does not impr

lationship betwe
s generally resul

s. 
d to generate t
function. First
esults. This da
different sites 
ent kinds of so
ns and conferen

we have sele
n the dataset. 

mented by spe
provided by BB
an the NIST 
ed at least ten t

ecognition outp
a baseline syst
least three time
ation, we us
set  [8]. 
plored was dur
is significant. 

nction of wor
r effect, durati
, demonstrate
gh Table 3, we
ree different co
ws correspon

the third row
ch indicates tha
number of sy

sonants and “V
compound t

f broad phonet
n of each phon

an conclude th
d in a correlat
rove significan

en duration and 
lt in better perfor

the experimen
t, we began w
ataset consists 

[1]: IBM, BB
ources: broadc
nce meetings. 
ected terms th

eech recogniti
BN. This data 
dataset, and w
times. 
put from the W
em  [7]. We ha
es in the datas

sed the TIM

ration, which o
In Figure 4, w

rd duration, a
ion is importa
e this type 
e show results 
orpora. 
nd to featu
w in Table 1
at this feature 
yllables. “Con

Vowels” refers 
term like “BP
tic classes (BPC
neme label to 

hat fairly simp
tion close to 0
ntly when mo

 

error rate shows
rmance. 

ntal 
with 

of 
BN 
ast 
To 
hat 

ion 
set 
we 

WSJ 
ave 
set. 

MIT 

our 
we 

and 
ant. 

of 
for 

ure 
is 

set 
ns” 

to 
PC 
C). 
its 

ple 
0.5. 
ore 

feature 
informa

We
the NIS
indicati
recogni
with R=
This m
speech 
BBN d
of alg

s

Table 1
NIST 2

Table 
Fish

combinations 
ation in these f
e see from the
ST and BBN d
ion of intrinsic
ition systems. 
=0.57. The bes

most likely rel
rate for the W

data set gives b
gorithms and 

1. Performance o
2006 data for thr

2. Performance 
her data. Results

are added, ind
features. 
e first three tab
data is differen
c differences b

Best perform
st performance
lates to the m
WSJ corpus. G
better results an

feature sets.

of a variety of f
ree different lear

of the same feat
s correlate well w

dicating there i

bles that perfo
nt from WSJ. 

between STD a
mance obtained
e for BBN giv

more carefully 
Generally, we c
nd is stable ove
. The reason

feature combinat
rning algorithms

tures is shown fo
with the NIST ST

s little new 

ormance on 
This is an 

and speech 
d for WSJ 
es R=0.53. 
controlled 

can see the 
er a variety 
n for this 

tions on the 
. 

or the BBN 
TD data. 



p
a

im
f
d
a
p
n
b
c
a
s
a

f
th
p
c
a
d
a
e
u
a
w
th
th
r
tr

phenomenon is
allowing noise 

It can be
mportant predi

features, like le
different appro
adding these 
performance si
not true for fea
be seen from
comparable res
and its approxi
show the resul
along with som

Table 4 sh
for the BBN d
he data from 

point, we comp
computation is
algorithm in 
distance  [9] [8] 
a new term a
existing in train
use to compute
algorithm we u
weight of each
he new data po
he first three a

rate for both op
radeoff betwee

Tabl

s related to th
reduction throu
 seen that “
ictor for all da
ength and num
ximations of d

features to
ignificantly. H
atures like BPC
m these table
sults to the bes
imations.  The
lts of using du

me CVC monog
hows the result
ata. Due to KN
the BBN set 
pute its distan
s achieved us
which we tr
between the g
and all phon
ning data. K i
e error for the 
use a weighted 
h data point is 
oint. The resul

algorithms. Tab
pen loop and c
en these error r

e 3. Performanc

he size of the
ugh averaging
duration” is 
ata and algorith

mber of syllable
duration. This i
ogether does

However, the la
C and CVC N-
es, these feat
st result access
 last three row
uration and its
grams. 
t for the KNN
NN’s need for
was used. Fo

nce from all o
sing a dynam
ry to find th
given phonetic 
etic represent
s the number o
new term by a
averaging met
reciprocal to i

lts for 3K >  a
ble 4 shows ܭ	c
closed loop cas
rates. 

e on the WSJ da

e BBN data s
. 
the single mo
hms. Many oth
es, are effective
is the reason th
 not impro
atter statement
-grams. As it c
tures also gi
sible by durati

ws of these tab
s related featur

-based algorith
r large data, on
r each new da
ther points. Th

mic programmi
he smallest e
representation

tations of term
of points that w
averaging. In th
thod in which t
its distance fro

are comparable
controls the err
ses and there i

ataset. 

set, 

ost 
her 
ely 
hat 
ove 
t is 
can 
ive 
ion 
les 
res 

hm 
nly 
ata 
his 
ing 
edit 
 of 
ms 
we 
his 
the 
om 
e to 
ror 
s a 

In 
strength
relative
variety 
perform
0.5. Th
the prop
errors. 
either 
incorpo
used in
hierarch
powerfu

We
providi
(BBN),
(SRI). 
colleag
the corr

[1] J. G
eva
pp.

[2] D.
Det
An

[3] http
[4] http
[5] H.S

Pho
794

[6] W.
at h

[7] N. 
Vo
Sig

[8] W.
Dat
Wo

[9] R. W
pro

Table 4. P
As expec
performan

4.

this paper, th
h for STD 
ely simple alg

of feature 
mance achieved
his leads us to b
posed predicti
Further refine
an improve

oration of mor
n the recognitio
hical Bayesia

ful predictor. 

5.  ACK

e gratefully ac
ing the data re
, Bhuvana Ram
We are also 

gues at DoD fo
responding 200

6.

G. Fiscus, et al., 
aluation,” Proc. 
. 45–50, Amsterd
Miller, et al., 
tection,” Proce

ntwerp, Belgium,
p://www.nexidia.co
p://www.mathwo
S. Elovitz, et al.
onetics by Mean
48, Naval Resea
 M. Fisher, “tsyl
http://www.nist.g
Parihar, et al., “

ocabulary Baseli
gnal Proc. Conf.
 Fisher, et al., “

atabase: Specific
orkshop on Speec
Wagner and M

oblem,” J. ACM,

Performance on 
cted, the closed

ance increases wi

.  CONCLUSI

he problem o
systems has 

gorithms were 
combinations.

d a maximum R
believe there a
on paradigm to

ement of the p
d machine 
re knowledge 
on engines. W
an frameworks

KNOWLEDG

cknowledge th
eferenced in th
mabhadran (IB

indebted to 
or enabling th
06 STD data an

.  REFERENC

“Results of the 
Workshop Sear
dam, NL, July 2

“Rapid and 
eedings of INT
, Sep. 2007. 
om/technology/pho
orks.com 
, “Automatic Tr
ns of Letter-to-S

arch Laboratory, 
l: NIST Syllabif
gov/speech/tools
“Performance A
ine System,” Pr
, pp. 553-556, V
The DARPA Sp

cations and Statu
ch Recognition. 

M. Fischer, “The 
, vol. 21, no. 1, p

the BBN data u
d-loop results a
ith the number o

ION 

of assessing se
been introdu
explored usin

. The best o
R value of app
are limits to the
o account for r
predictor can c
learning algo
of the acous

We are currently
s to construc

GEMENTS 

hree 2006 STD
his paper: Owe
BM) and Dimi
Jon Fiscus (N

his research by
nd associated s

CES 

2006 spoken ter
rching Spont. Co
2007. 

Accurate Spo
TERSPEECH, p

onetic_search_tec

ranslation of Eng
Sound Rules”, N
Washington, DC

fication Software
s, June 1997. 

Analysis of the A
roc. of the 12th

Vienna, Austria, 
peech Recognitio
us,” Proceedings
pp. 93–99, Febr
String-to-String

pp. 168–173, Jan

using the KNN a
are good, and o
of clusters. 

 

earch term 
uced. Four 
ng a wide 
open loop 

proximately 
e ability of 
recognition 
come from 
orithm or 
tic models 

y exploring 
ct a more 

D sites for 
en Kimball 
itra Vergyi 
NIST) and 
y providing 
support. 

rm detection 
onv. Speech, 

oken Term 
pp. 314-317, 

chnology 

glish Text to 
NRL Report 
C, 1976. 
e,” available 

Aurora Large 
h European 
Sept. 2004. 
on Research 
s of DARPA 
ruary 1986. 
g correction 
n. 1974. 

algorithm.
open loop


