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1. Introduction

Language models are used extensively in speech recognition to provide a grammar for accepted utterances.  Several industry standard grammar specifications such as the Java Speech Grammar Format (JSGF) [] and the XML Speech Recognition Grammar Specification (XML-SRGS or XML) [] have been created to support development of voice-enabled Internet applications. While these standards allow for the specification of context-free grammars (CFGs), most language models for automatic speech recognition have a regular grammar equivalent and can therefore be modeled as finite state machines (FSMs).   To support language model creation using these standards, we have developed a suite of software tools to convert between CFG-based language models, including JSGF and XML, and the grammar format used in our public domain speech recognition toolkit []. Collectively known as ISIP Hierarchical Digraph (IHD) [], this internal format is implemented as set of hierarchical or nested FSMs, and can thus recognize regular grammars.
Issues of theoretical equivalence and restrictions on conversions between regular and context free grammars have been studied and described in textbooks[].  No algorithm has been proven to perform conversions from arbitrary CFGs generating regular languages to FSMs[,] without assuming certain restrictions on the grammar, i.e. no center-embedded non-terminals[]. However, software tools have been developed for conversions between FSMs and CFGs, which assume such restrictions on the grammars handled [].  Nonetheless, our experience has illustrated that the specifics of each individual grammar format present unique challenges that cannot be easily addressed by theoretical solutions or generic conversions.   In addition, other attributes of the formats should be considered in evaluating and selecting one for use.  The remainder of this paper describes the technical issues encountered in our conversion process, our solutions to these issues, and finally offers insight into future development and selection of robust, general purpose language model conversion tools.

2. Comparison of two context free Language Models: JSGF and XML
The subtle, but important distinctions between JSGF and XML-SRGS have proved challenging to our task of developing general purpose conversion tools.  This section introduces the basic structure of each, highlighting important similarities as well as differences.  First, the two are theoretically equivalent in expressive and computational power, both adhering in principle to Backus-Naur Form (BNF), a formal notation for CFGs, more specifically to a particular variant of BNF, Extended Backus-Naur Form (EBNF).  Detailed descriptions of BNF can be found in numerous textbooks, including [,]. We provide a brief introduction to key features relevant to the conversion discussion.  
2.1. BNF and EBNF

Stated simply, BNF defines a syntax for creating production rules in a CFG, including terminal and non-terminal symbols for rules, and a selection of alternatives among rules An example rule in a BNF grammar might be:
A := aB| c

where non-terminals are represented in capital letters, A, B, and can appear on the lefthand side (LHS) or righthand side (RHS) of the rule demarcated by the := symbol. Terminals are typically expressed in lower case and can appear only on the rule RHS.  Finally, selection or branching among alternative rule definitions is expressed by the | symbol.  BNF also allows the use of recursive rules in a grammar.  Such rules directly or indirectly reference themselves.  Continuing with the example above, a recursive rule might be:

B := bB

The use of directly or indirectly recursive rules is useful to represent repetitive actions, such as loops or cycles in a graph for a finite state machine.   Consider the FSM graph in Figure 1:

Figure 1.  An FSM for the regexp a(bc)+

This FSM recognizes the regular expression, a(bc)+ that could be represented in BNF with the production rules:

S := A

A:= aB

B := bc|B

The use of the non-terminal B on the RHS in rule 3 is recursive and indicates that the subgraph bc can be repeated one or more times.  However, the cycle in this FSM could be more simply represented using the + operator, a standard notation for repetition in regular expressions.  EBNF is a modification to BNF that supports the use of the Kleene operator * and the + operator for repetition [].  This allows creating a more minimal and arguably more intuitive set of production rules, so that rules A and B above can be reduced to:
A :=  a (bc)+

Again, both JSGF and XML adhere to EBNF.  They differ, however, in the syntax of their implementation, due most likely to their origins: XML was designed for general Internet usage and then modified to provide support for speech; JSGF was designed from the outset to support spoken language applications.  As an example, the above rule could be represented in JSGF as:

<A> = a(bc)+; 

Note that the Kleene operator is supported directly as well as the use of parentheses.  Consider the same rule in XML- SRGS:
<rule>  
    <item> a </item>

    <item repeat=’1-‘>

          <item> b</item>

          <item> c </item>

     </item>

    </rule>

The JSGF representation appears more similar in syntax to EBNF. This issue alone does not make either format superior, but certainly worth noting.  Another distinction between the two grammar formats concerns support for recursion. A conformant JSGF grammar must provide support for recursive rules, but this is optional for the XML variant of the W3C Speech Recognition Grammar Specification (SRGS) on which we based our conversion. (Mention ABNF) This issue became one of significant interest over the course of our conversion efforts, as we describe in the following sections which further delineate the differences in JSGF and XML-SRGS.
2.2. JSGF

Origins and syntax of JSGF
2.3. XML-SRGS

For the purpose of discussion, we give the following brief introduction to the syntax of the XML variant of the W3C Speech Recognition Grammar Specification (SRGS).

An SRGS grammar consists of a start <grammar> tag, a set of rules, and a close </grammar> tag.  Rules are delimited by <rule/> tags, and named by specifying the id attribute in the opening <rule> tag with the syntax id=”r”, where r is the rule name.  

Most rules contain character data implicitly tokenized with white-space delimiters, although tokens may also be specified explicitly via quotation marks or <token/> tags.  Sequential tokens in a given rule are treated as a temporal sequence of terminals.

Two control tags exist for altering this temporal interpretation: <item/> and <one-of/>.  An <item/> allows for the specification of token or expansion attributes; one such token attribute is repeat.  This attribute indicates the acceptance of a repeated token, and is of the form repeat=m-n.  Repeat attributes allow for an expansion to be repeated n times, m-n times, n or more times, or 0-1 times.  This last possibility indicates an optional expansion.  The <one-of/> tag is a branching structure.  A recognizer will accept any one of the <item/> delimited tokens between the start and end <one-of/> tags.

These control tags introduce the possibility of branching and, consequently, the idea of weights.  Two methods exist for attaching a weight to a token.  If the token is within a <one-of/> structure, a weight can be applied as an attribute in the starting <item> tag in the form weight=w, where w is the desired weight.  To add a weight to a loop, the repeat-prob attribute is used with the syntax repeat-prob=w, where w is the desired weight.

Lastly, SRGS allows for the specification of rules references.  With the introduction of multiple rules in a given grammar, the question arises as to which rule the recognizer starts with.  Said rule is designated the root rule, and specified by applying the root attribute to the opening <grammar> tag with the syntax root=”r” where r is the name of the root rule.  If no root rule is specified, the first rule in the grammar is chosen.

Rules are referenced with the <ruleref/> tag.  The name of the rule being referenced is specified in the uri attribute with the syntax uri=”# r” where r is the name of the rule being referenced.
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