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INTRODUCTION

In this quarter, we made significant progress towards implementation of an object recog
scheme. Our highly versatile image processing software that previously was designed to p
Scenic Beauty Estimates (SBE) was modified to read segmentation information and pas
information to the appropriate computational routines. We also incorporated new colors int
color measurement scheme and evaluated their effectiveness. Finally, we completed
preliminary evaluations on a segmentation-based classification scenario by experimenti
images segregated into three regions. While we did not improve on our overall best
evaluation score, we have been able to achieve comparable results with much simpler s
using some of these new techniques.

EXPERIMENTS WITH FEATURES BASED ON BROWN AND YELLOW

The colors of brown and yellow have been shown [1] to play an important role in hu
perception of the scenic beauty of forestry images. To investigate their effectiveness on our
classification problem, we implemented a new color computation and classification schem
computed the histogram for the colors of brown and yellow, as we did for red, green and
previously. To calculate the intensity of brown and yellow for a given pixel, we took advantag
the theory of additive color synthesis [2]. According to this theory, we can create any colo
mixing various proportions of three primary colors: red, green, and blue.

In particular, we can generate the color brown by mixing one part blue, one part green, an
parts red. Similarly, yellow is obtained by mixing equal parts of red and green. Since we des
measure the intensity of these colors, as we did in previous experiments for the primary colo
implemented a normalized version of the mixing formulae:

(1)

(2)

where red, green and blue stand for the corresponding intensity values of the given pixel.

We investigated the effects of these new features on our image classification system
Principal Components Analysis (PCA). We evaluated various combinations of features invo
brown and yellow, and compared these to some existing baseline results. These results are
in Table 1. We believe it is a very encouraging sign that brown and yellow, combined with o
primary colors, produced good classification results. For example, blue and brown combined
us our best result yet for a PCA-based measure on the first data set. We believe this c
attributed to the fact that blue is keying on the presence of sky in the image, and brown is r
to the presence of foliage in the image.

Unfortunately, the excellent results on the first data set did not hold up well over the e
evaluation, probably as a result of the varied nature of the test sets with respect to
composition. Hence, though these new features did not produce ground breaking resul
believe they will be important when we move to segmentation-based classification. Our pro
in this area is described in the next section.

brown
1
6
--- blue× 1

6
--- green× 4

6
--- red×+ +=

yellow
1
2
--- red× 1

2
--- green×+=
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SEGMENTATION-BASED IMAGE CLASSIFICATION

The primary goal of this phase of the project was to begin development of a system capa
leveraging our manual segmentations. This is being done in two steps. First, we would li
assess the effectiveness of this information through “cheating” experiments where we es
scenic beauty given knowledge of the segmentations. Second, we will develop schem
automatically segment the images, and evaluate the accuracy of these schemes based
manually derived information. In this report, we review progress on the former task.

In our manual segmentation approach described previously, each image was segment
regions of similar appearance, and assigned one of the following tags: sky, trees, foliage,
and bushes [3]. Given the striking visual differences between most of these regions, we b
that if we build region-specific models, and classify images according to these regions, w
attain a significant improvement in our ability to automatically classify forestry images. Howe
instead of proceeding directly to implementation of such a segmentation-based scenario, w
need to evaluate the theoretical limits such approaches can achieve. We refer to this t
experiment as a “cheating” experiment, since we will use the manual segmentations as inpu
these are presumably as good as any automatic algorithm can do).

Implementation of a true cheating experiment using manual segmentations requires non
modifications to our software. Hence, we constructed an incremental experiment as a firs
towards this goal. We used a simple image splitting scheme: each image was split into
horizontal strips (three equally spaced regions). The top region was designated “sky.” The m
region was designated “trees and foliage.” The bottom region represented “grass and groun
evaluated our ability to classify each image solely based on one of these regions using the
vector “blue + brown.” We compared these results with those generated on the non-split im
The results of these comparisons are shown in Table 2. We used a PCA based approach
preliminary experiments.
.

Table 1. Results of SBE evaluations using brown and yellow.

Features Data Set 1 Data Set 2 Data Set 3 Data Set 4 Average

red + green + blue 40.3 42.4 38.1 33.1 38.5

yellow 54.7 38.6 45.6 67.5 51.6

brown 37.7 38.6 41.9 55.0 43.3

yellow + brown 40.3 46.2 40.6 45.6 43.2

rgb + yellow + brown 39.6 39.9 39.4 66.9 46.5

blue + brown 31.4 50.6 35.0 56.9 43.5

rgb + brown 47.2 46.2 48.1 38.8 45.1

grn + blue + ylw + ll 39.6 38.0 45.0 53.1 43.9

grn + blue + ylw + brn + ll 39.6 52.5 48.1 40.0 45.1

blue + brn + ll 37.1 52.5 33.1 58.1 45.2
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Table 2. Results of SBE evaluations using blue + brown on segmented images.

Region Data Set 1 Data Set 2 Data Set 3 Data Set 4 Average

top 44.0 38.0 43.8 45.0 42.7

middle 37.7 46.1 71.3 60.0 52.5

bottom 50.3 35.4 53.1 42.5 45.3

complete 31.4 50.6 35.0 56.9 43.5
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Observe that the average performance across all data sets for the top region is slightly bett
a comparable result for the entire image. In other words, by examining only the top one-th
each image, using features of blue and brown, we are able to achieve our best o
performance. Clearly, this approach is doing a better job of weighting the relative importan
such features as sky and brush.

To further explore the significance of this result, we continued experiments using region-sp
features. For each region, we chose features believed to be relevant to the type of im
expected in that region. These experiments are summarized in Tables 3-5. It is interesting
that we obtained much better results on some specific data sets. For example, by examin
top region using features of rgb combined with entropy, we achieved a 27.8% error rate on
set 2, which is the best performance obtained on any data set thus far. Building on
encouraging result, we chose the best error rates for each region and compared them with t
average error rate obtained previously for the complete images. This is summarized in Tab

Obviously, the best results of this region-specific measurement scheme were comparable t
of our previous best systems that processed the entire image. Though this approach was
simple first step, we believe it justifies examining segmentation-based approaches in more
To do segmentation-based evaluation, we need to add the following capabilities to the sof
reading in the segmented regions as polygons; running evaluation only on a specific r
prescribed by the user. These require implementation of a class of polygon, which can lo
segmentation data and determine if a given pixel is inside this polygon or not. Further,
require modification to the image_analysis class to incorporate this polygon class.

Currently, we have finished the design of both of these classes. We have implemented th
functionality of the polygon class. The last remaining steps involve extension of
computational classes in the image_analysis class. We have modified the driver program t
segmentations and to support experimentation on either a specified region or an entire ima

Our time line for the remaining steps includes completion of all cheating experiments in
week, and completion of the first version of automatic segmentation algorithms in one mon
that time, we will conduct formal evaluations comparing the results to our refere
segmentations, and assessing the impact on SBE evaluations (an indirect means of asses
quality of the segmentations). Once this step is complete, our focus will shift to autom
interpretation of the segmentations in ways that will move us closer to true object recognition
expect one conference and one journal paper to be developed from this summer’s work.
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Table 3. Results of SBE evaluations using only the top region of each image.

Features Data set 1 Data set 2 Data set 3 Data set 4 Average

blue 48.4 31.6 43.1 50.0 43.3

rgb 51.6 30.4 66.9 36.9 46.5

rgb + ent 54.1 27.8 30.6 35.6 37.0
Table 4. Results of SBE evaluations using only the middle region of each image.

Features Data set 1 Data set 2 Data set 3 Data set 4 Average

green 49.7 58.9 65.0 60.6 58.5

brown 44.7 57.0 66.9 51.9 55.1

rgb 43.4 40.5 39.4 41.9 41.3

rgb + ent 42.8 40.5 31.3 40.6 38.8
Table 5. Results of SBE evaluations using only the bottom region of each image.

Features Data set 1 Data set 2 Data set 3 Data set 4 Average

brown 37.7 65.8 46.3 41.3 47.8

ylw + brn 44.0 52.5 45.0 41.3 45.7

rgb 45.3 32.9 41.3 33.1 38.2

rgb + ent 38.4 32.3 43.8 36.9 37.9
Table 6. A comparison of performance using region-specific measures to a baseline system.

Region Features Error rate

top rgb + ent 37.0

middle rgb + ent 38.8

bottom rgb + ent 37.9

complete rgb + ent 37.7
INSTITUTE FOR SIGNAL AND INFORMATION PROCESSING MAY 20, 1999



APPLICATIONS OF HIGH PERFORMANCE STATISTICAL MODELING .... PAGE 5 OF 5

brown
stems.
cation

prove
l use
f the
plete
t.

l

orest

/

age
on,
ate
SUMMARY

In this report, we have described a new color computation and classification scheme using
and yellow. These new features provided performance comparable to our previous best sy
We also described preliminary experiments to evaluate a segmentation-based classifi
approach. By processing only the upper portion of each image, we were able to slightly im
on our previous best result. We described our initial implementations of software that wil
manual segmentation information, and will eventually lead us to the goal of this phase o
project — automatic image segmentation and classification. We expect to com
implementation and evaluation of these approaches in the next three months of this projec
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