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EXECUTIVE SUMMARY

Scenic Beauty Estimation project involves developing an automatic algorithm to estimat
scenic beauty rating of the forestry images. Scenic Beauty Estimation of the forestry ima
important for the United States Forest Service (USFS) for managing the forests and al
decision making in planning the forest growth. Aesthetic evaluation is also required by fe
and regional agencies to assess the impact of incentive programs, to distribute public fun
forest management, and to plan timber harvest schedules on national forest land. Using
processing techniques, we have extracted relevant features relevant features from the ima
have used this information to train scenic beauty models. Extracted features from test im
were then compared to the model files using a standard pattern matching paradigm. Wi
approach we were able to evaluate the effects of individual features on the scenic beauty e
of forestry images. This helps in identifying the attributes of the land that contribute to the s
beauty giving the forest managers a useful tool in maintaining the scenic beauty of the fore

Scenic beauty of an image is highly dependent on the complexity of an image. Complex
defined as the degree of variation derived from the visual qualities of an image. The featur
use that correlate with image complexity are the color, the density of the trees, the sharpne
standard deviation of the intensity of the pixels, the compression ratio, the entropy of the
intensities and the fractal dimension of the image. We use a classification approach and reg
analysis to statistically normalize the features extracted from the image and combine
features into a number of sets. The different combinations of the features used follow: onl
only green, only blue, red, green and blue combines, rgb combined with longlines, rgb com
with shortlines, rgb combined with longlines and shortlines, rgb combined with entropy,
combined with longlines and entropy, only entropy, entropy combined with fractal dimension
combined with longlines, entropy and fractal dimension, rgb combined with all the features

A well-developed database was necessary for evaluation of algorithmic performance. Als
database needed should be large to provide sufficient training and testing data. For these r
an extensive database was developed in conjunction with United States Forest Servic
images included in this database were drawn from a study spanning four years dealing w
Ouachita National Forest in Arkansas, U.S. Photographs, taken under controlled conditions
been digitized using an extremely high quality scanning process, and converted into com
readable data. The database consists of 700 images, with images taken over two different s
from 1990-91 and 1994-95 and sampled over all the seasons of the year at a number of di
angles. Subjective beauty ratings are available for each of the images in the database.

The best system has an error performance of 36.6%. The best system is the red, green, a
combined with longlines and entropy. The best system was selected based on the least er
and regression correlation from the models described above. Rgb combined with longline
entropy which is the best system, has an error rate of 36.6% and a regression correlation o
Most of the errors are in the adjacent classes of low scenic and medium scenic or medium
and high scenic. This system suggest that color and density of the trees have a major
estimating the scenic beauty of the forestry image. The system helps to classify the image in
of the three classes, low scenic beauty, medium scenic beauty and high scenic beauty. Also
regression an absolute value of the scenic beauty estimate can be obtained.
ISIP DECEMBER 22, 1997
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1. ABSTRACT

The aesthetic quality of forests in the U.S. is actively managed by the United States Departm
Agriculture Forest Service (USFS). The rising public concern for preserving the beauty o
natural environment and the need to preserve the aesthetic quality of forests was respons
the enactment of legislature to preserve the beauty of the forests. Traditional methods u
determine the scenic quality are very tedious and involve a large group of people manually
each of the images. Our goal is to develop an algorithm which can automatically classif
images as having a low, medium or high scenic value.

We have developed algorithms to extract features for determining the scenic beauty estima
the forestry images. The primary factors which are known to relate to the scenic beauty are
content and image complexity. Some of the features which determine the complexity of the i
are the density of the trees in an image, the entropy of the image, the sharpness of the ima
compression ratio, the standard deviation of the pixel intensity in the image and the fr
dimension of the image. The features extracted are compared to model files using a st
pattern matching paradigm. We have also developed an extensive database to supp
algorithm development. The database consists of 638 unique images, each image having
subjective ratings such as the scenic beauty. The database extensively samples several dim
of the problem including year, season, time of day, angle, and treatment.

2. INTRODUCTION

National forests and wildlands are important sources of scenic beauty. Preserving their aes
is a primary concern for managing these public forests. This requires researchers to ident
features affecting scenic beauty and relating these features to public perceptions. The chall
to extract the features from the image and combine them using statistical normaliz
techniques to relate the features to the scenic beauty.

2.1. Historical Background

The United States Forest Service (USFS) was required to cut the forest and manage th
Previously they did not care of public concern but now due to the increasing public concer
the aesthetic quality of forests, USFS was required to identify the scenic quality of the for
areas so that they can plan in managing the forest even after maintaining the scenic beauty
area. Legislation also encouraged maintaining the forests for the recreational use
Multiple-Use Sustained-Yield Act of 1960 required that national forests be managed for th
range of forest products, including outdoor recreation. The National Environmental Policy A
1969 required that federal agencies identify and develop methods and procedures that
appropriate consideration to be given to the aesthetics in decision making. Traditional appro
used for determining scenic quality have involved assessments from forest manager
evaluations by the general public. There are two main approaches which were used in
studies for determining scenic beauty: descriptive inventories and the public preference mo
ISIP DECEMBER 22, 1997
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2.2. Problem Perspective

Determining the scenic beauty of forestry images requires identification of the features w
contribute to the scenic beauty of the image. Then, signal processing techniques must be
relate the features in the images to people’s perceptions. In our work, the human perception
available via a survey which asked participants to rate the scenic beauty of the images. To a
people’s preferences, let us look at the two images in Figure 1. One of them rated as low
beauty and the other as high scenic beauty by the public.
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The feature which primarily differentiates the low scenic and high scenic image is the color
high scenic beauty image is darker, having lower mean values of the colors compared to th
scenic beauty image. The low scenic beauty image also has more light penetrating throu
forest area. The low scenic beauty image also has random distribution of the trees and a num
short bushes. This relates to the ratings in that people typically prefer visually penetrative ima−
images which have more long trees and fewer short bushes. The density of the trees and bu
the image are estimated by computing the vertical lines in the image and the length of each
vertical lines. Randomness in the image also seems to be an important feature in a pe
perception of scenic beauty. Thus, we have selected features relating to the color,
penetration and randomness of an image for use in modeling the scenic beauty of an image

In the past, methods used for determining scenic quality involved assessments from
managers and evaluations by the general public. There are two main approaches which we
in these studies for determining scenic beauty: descriptive inventories and the public prefe
models. Each of these approaches is presented here. Both of these techniques descr
features contributing to the estimation of scenic beauty but neither attempts to extract the fea

2.3. Descriptive Inventories

Descriptive inventories comprise the largest category used for assessing scenic resource
include the professionals directly involved in managing forestry resources. Descriptive inven
mainly involve describing the landscape attributes which contribute to scenic beauty. The
two types of methods for performing such inventories: non-quantitative and quantitative met
ISIP
Figure 1. a low scenic and a high scenic image
= -122.31 SBE = 84.63
DECEMBER 22, 1997
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Non-quantitative measures are given by professional landscape designers who describe
beauty verbally or graphically in terms of design components such as color, contrast, domi
and depth of the field. The drawbacks are that there are no numerical weights assigned to e
these features, and the final decision about the scenic beauty of an image is left t
professional. These measures provide a detailed description of the scenic areas but fail to
measure of the general public perceptions. The untrained observer may disagree wi
professional perceptions, but it is the general public that ultimately evaluates the scenic bea
the land. For instance, the public rated diseased trees as more picturesque [1] and thus p
these areas over areas with healthy trees, while the professionals do not prefer to have d
tress in the area. This method can offer a simple and inexpensive analysis of estimating the
beauty but it depends largely on the attitudes, perceptibility, and experience of the evaluato

Quantitative methods are an improvement over the non-quantitative analyses since each
factors contributing to scenic beauty is represented by a numerical weight allowing obje
comparisons between results. The advantage of quantitative methods is that the r
contribution of various landscape factors to scenic beauty can be indicated by weights
features may have both positive and negative impact on the scenic beauty, so without r
weighting of those features, it is difficult to determine which feature add to the scenic beaut
which features reduce the scenic beauty. This method is expensive, time consuming and co
as it is difficult to weigh all the features on the same scale. Descriptive inventories playe
important role [1] in introducing esthetic criteria but methods which represent public prefere
and which may be more directly applicable to scenic planning are desirable.

2.4. Public Preference Models

Increasing concern among the public to preserve aesthetic resources resulted in the devel
of scenic assessment models based on input from the general public. This model repre
systematic representation of public preferences for scenic environments. As with the desc
inventories, there are non-quantitative and quantitative methods for public preference mode

The most commonly used non-quantitative method is the questionnaire or verbal su
Researchers form a questionnaire based on their perceptions and distribute the questio
group of participants. This method is straight forward and requires little time and equipm
Questionnaires are a valuable source of quick information but accuracy is generally sacrific
speed. Questions must be clearly and precisely stated. Open-ended questions have the ad
of allowing the expression of opinions researchers may have overlooked. The disadvanta
open-ended questions include a lack of precision and clarity. A carefully constru
questionnaire demands an expenditure of time and money, and is an art in itself.

The other shortcoming of the survey method is the possible misinterpretation of p
preferences. The flexibility of the language permits innumerable ways of expressing the
opinion. The use of various descriptions can lead to disagreements among the observer
they actually agree in essence. Also different wordings of the multiple choice questions lea
conflicting responses. For example, respondents may tell that they prefer “small forest clea
but do not prefer “clear-cut patches in the forest”, although both of them mean the same
makes the preparation of the questionnaire itself a very difficult process.
ISIP DECEMBER 22, 1997
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The verbal surveys failed due to the open ended questionnaires which resulted in confl
responses. Also it is difficult to translate the information into a quantitative form.
improvement over this methodology is the quantitative model which objectively analyzes v
communications. Observers indicate their preferences for various visual attributes of enviro
on a scale of 1 (very low scenic quality) to 10 (very high scenic quality). These ratings ca
standardized and adjusted to remove any bias. The discrepancies among the ratings
different groups is adjusted by using a standard set of images and using a software
RMRATE to obtain the scenic beauty estimate. Although this method has conside
advantages, it is difficult to ascertain why one scene is rated higher than the other. Also it do
show the relationship of the features of the landscape to the overall scenic beauty.

The traditional approaches are neither complete and robust. Public preference inven
represent the public preference to a scene, and the descriptive inventories the landscape
effecting the scenic beauty; but there is no method which can relate the public perceptions
landscape attributes. This requires identifying the features which relate to the public perce
and establishing their relationship to the scenic beauty estimate.

3. SCENIC BEAUTY DETERMINATION

Scenic beauty is defined as a measure of people’s preference for the visual attributes of a
scene. The goal of this project is to determine the features which relate to the beauty of the
extract them and combine these various features using suitable statistical techniques to rela
to the scenic beauty.

3.1. Dependence of Scenic Beauty on Complexity

Scenic beauty is intimately related to the physical elements of the landscape. For ex
“contrast” and “variety” were identified as important components of beautiful landscapes. Va
is also commonly referred to as “complexity”. Complexity is defined as the degree of varia
derived from the visual qualities. Some of the factors affecting the complexity of the image
identified as color, variation of the intensity in the image, and the roughness of the im
Research at the other centers [15] focused on studying the relationship of complexity and
beauty. Their study showed complexity to be directly related to the scenic beauty, in that
complex areas can provide greater variety.

Studies support that perceived beauty of landscapes increases with complexity. Howev
much of variety was found to result in negative response from the public [1]. Researchers
unable to find any systematic relationship between variety and esthetic preference.
complexity alone may not be sufficient to describe landscapes but the context of the varie
the elements comprising it may be better predictors of scenic preference. From the Comp
explains about 48 - 61% of the variance [1] of the preferences.

Color and complexity are the two main features effecting the scenic beauty. Some of the f
describing the complexity of the image are standard deviation, fractal dimension, ent
sharpness and compression ratio. Standard deviation is the square root of the average
deviation from the mean. Entropy, sharpness and compression ratio is a measure
ISIP DECEMBER 22, 1997
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randomness of the image and fractal dimension is a measure of the texture of the image.

Color is the most visually striking part of any image. Standard deviation and sharpness g
measure of the variation of the intensity of the pixels in the image. Entropy is a measure o
randomness within the image and fractal dimension is a measure of the texture of the i
Together these factors describe the complexity of the image. Algorithms were develop
extract each of the features. The most important component of this work is developing a tech
to combine these extracted features using suitable statistical techniques to relate them
scenic beauty.

In our study, two methods were used for relating the extracted features to the scenic b
ratings: the classification approach and the regression analysis approach. In the classifi
approach, an attempt was made to classify the images as LSBE (low scenic beauty), M
(medium scenic beauty) or HSBE (high scenic beauty) rather than obtaining an absolute va
the SBE. The error performance is computed by the number of images misclassified.
regression analysis, a linear combination of the extracted features is used to obtain an estim
the scenic beauty. The correlation of the objective scenic beauty estimate to the subjective
estimate is found. The attempt is to obtain as close a value to the human judgement as po

4. ALGORITHMS

Algorithms described in this section were chosen based on their dependence to the comple
the image. Color and complexity are the two most important features on which the scenic b
depends. The features used to determine the complexity are entropy, standard dev
sharpness, fractal dimension and compression ratio. The density of the trees was also selec
feature as people typically people prefer visually penetrative images [3].

4.1. Color

Color is the most visually striking feature of any image and it has a significant bearing on
scenic beauty of the image. The images in our database exist in Portable Pixel Map (PPM) f
The PPM format has each pixel represented by 24 bits, 8 bits for each of the color. The
primary colors in the image are red, green and blue. For studying the effect of colors
distribution of the amplitude levels of each of the primary colors is computed. The minim
intensity value of each of the color is 10 and the maximum value is 255. This color ran
divided into 10 bins, the center value of the first bin is 0 and the center value of the tenth b
255. Histograms of color intensities are generated and used as features. This gives us a tot
features related to color: 10 for red, 10 for green and 10 for blue. A sample distribution
typical LSBE image and an HSBE image is shown in Figure 2.

Typically a LSBE image has a greater mean value of the colors as compared to a HSBE i
This indicates that most of the LSBE images are brighter than HSBE images. This trend c
accounted for by the fact that most LSBE images have trees cut and scattered on the groun
to the resulting “openness”, the image is bright but the scenic value is low due to the sca
hardwood. To study the contribution of each of the colors to the scenic value of an im
different combinations of features derived from color are evaluated. The combinations used
ISIP DECEMBER 22, 1997
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red only, 2) green only, 3) blue only and 4) red, green and blue combined.

4.2. Edge Detection

Visual penetration is another important feature in determining the scenic beauty of an im
People prefer images that have good visual penetration, i.e. images where trees in the back
can be seen with little obstruction have a high scenic beauty rating [3]. Randomly distributed
and short bushes blocking the view of the forest are not considered as scenic. Density of t
an image is a good measure of visual penetration. Edge detection is done to estimate the
of trees and bushes in an image. We chose the standard Canny edge detection algorithm
purpose because it achieves a minimum localization error and error rate compared othe
detection algorithms like Sobel edge detection and Roberts edge detection algorithms [17
block diagram for the Canny edge detector is shown in Figure 3.

The number of long trees and short bushes in an image is an indication of the density of tr
the image. The output of the edge detector is used to estimate this density of the trees and
The edge detected output is fed to a line detector which is used to quantify the number of the
in the image and the length of the lines. The distinction between the short bushes and the ta
is made by assigning a threshold for the length of a line. After initial experimentation,
threshold in the line detector was fixed at 25 pixels. Any line with a length greater than th
pixels is considered as a long line (and hence a tree) and any line whose length is less than
pixels is identified as a short line (and hence a short bush).

The Canny edge detection method involves smoothing of the image using a small Gaussian
A common Gaussian mask used is a 3 x 3 pixel map. The Gaussian mask reduces any

present in the image. Gradients of the smoothed image in the and directions are obtaine

a euclidean norm of the gradients is computed.

x y

Gradient
xd

d
 
  2

yd
d

 
  2

+=
ISIP
Color AColor Amplitudes
Figure 2.  Typical distributions of LSBE and HSBE image
DECEMBER 22, 1997
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This leaves a pixel with an edge having a maximum value and the neighboring pixels w
smaller value. Non-maximal suppression is performed using the threshold techniques in
pixels below and above certain thresholds are kept while the rest are zeroed out. This giv
final edge detected output image. (1
ISIP
Figure 3.  Block diagram of canny edge detect
Figure 4.  A sample image and its edge detected output.
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The edge detected output is then passed through a line detector in which the distinction be
the long lines and short lines is made. The total number of the vertical lines, as well as the nu
of the short lines and the longlines is computed and are used as features. The percentag
long lines and short lines is used as features in evaluations. A sample image and its edge d
output are shown in Figure 4.

4.3. Sharpness

Sharpness is a measure of the local variation of pixel intensities. It is computed as the freq
weighted sum of the magnitudes of difference in pixel to pixel intensity in the ima
Mathematically, it is defined as

.(2)

and is the cumulative frequency of the bin in the intensity histogram. The histogram o
difference in pixel intensities gives a measure of amplitude variations in the image and he
measure sharpness of the image. This is found for each of the colors in the image. This p
gives us three features -- sharpness of red, sharpness of green and sharpness of blue. Two
one with the maximum sharpness in the database and one with minimum sharpness, are sh
Figure 5. The image with maximum sharpness is rated as LSBE by human subjects and the
with the minimum sharpness is rated as an HSBE image.

Sharpness abs x m n( , ) x m i– n j–( , )– ][ f×
j 1–=

1

∑
i 1–=

1

∑ 
 
 

forallm n,
∑= i j, 0≠

f

Sharp 84.63

is a
iation
4.4. Standard Deviation

While sharpness is a measure of local variation in pixel intensities, standard deviation
measure of the global or overall variation of pixel intensities in the image. The standard dev
is computed as
ISIP
ness = 352.29, SBE = -122.31Sharpness = 102.91, SBE = 
Figure 5.  Images with high and low values of sharpness
DECEMBER 22, 1997
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where is the intensity of a specific color in the pixel and is the mean intensity for that col
the image. The images with the maximum and minimum standard deviation in our evalu
database are shown in Figure 6. The image with the high standard deviation is a MSBE ima
the image with the low standard deviation is a HSBE image.

STD
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N
-------------------=

x x
Standard D E = 54.07
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of an
The standard deviation for each of the colors is computed individually and the total stan
deviation is the sum of the standard deviations of the three colors. Typically an image wh
bright due to penetrating sunlight has a higher standard deviation. On the other hand, an
which has less penetration by sunlight typically has a lower standard deviation. Images with
standard deviation are generally rated as LSBE images.

4.5. Entropy

Entropy is a measure of randomness in an image. It is represented mathematically as

(4)

where is the distribution in each of the bin and is the probability of the distribution
each bin. The dynamic range of each color is divided into 10 bins and the pixel distributi
found. The entropy is computed from the probability of distribution in each of the bins. The
entropy is computed as the sum of the entropy due to each of the primary colors.

Typically, the more the randomness, the less scenic is the image. Images illustrating the
entropy has on scenic beauty rating are shown in Figure 7. The image with the maximum en
is a LSBE image and the image with the low entropy is a MSBE image. A scatter plot of ent
vs subjective SBE is shown in Figure 8. A regression line is drawn between the entropy

Entropy p x( ) p x( )log
x

∑=

x p x( )
ISIP
eviation = 33.47, SBE = -4.61Standard Deviation = 2.40, SB
Figure 6.  Images with high and low values of standard deviation
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Figure 7. Images with high and low values of entropy
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Figure 8. Scatter plot of entropy vs SBE
image and the subjective SBE. This gives the correlation of the entropy with the subjective
The correlation for this sample image was -0.373. The negative sign indicates that entro
inversely proportional to the subjective SBE validating the observation that, the highe
randomness, the lower the scenic beauty ratin
mage
more
riginal
4.6. Compression Ratio

Compression ratio of an image is another measure of the complexity of the image. I
compression is a technique which seeks to replace original pixel-related information with
compact mathematical representations. Compression ration is the ratio of the size of the o
DECEMBER 22, 1997
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image to the size of the compressed image. High complexity images are less suscept
compression and hence end up with a low compression ratio. JPEG coding is a widely
compression technique. It is a lossy compression technique using Huffman codes. Sample
with high and low compression ratios are shown in Figure 9.

The image with the high compression ration is rated as LSBE and the image with the lower
pression ratio is rated HSBE image. A regression fit is done with the compression ratio as t
dependent variable and the subjective SBE as the dependent variable. A scatter plot w
compression ratio on the x-axis and subjective SBE on the y-axis is shown in Figure 10. Thi
shows that the variance in SBE values is much larger compared to the compression ratio. T
gression fit is almost a flat line and the correlation is computed to be -0.038. This shows that th
compression ratio is inversely proportional to the subjective SBE, the two attributes are no
correlated. This indicates that compression ratio may not be a good measure in estimating t
nic beauty of an image.
ISIP

Compression ratio = 7.77, SBE = -122.31Compression ratio = 3.81, SBE = 84.63
Figure 9. Images with high and low values of compression ratio
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Figure 10. Scatter plot of compression ratio vs subjective SBE
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4.7. Fractal Dimension

Fractal geometry is a new language used to describe, model and analyze the complex form
ture and fractal dimension is a measure of the texture of the image. We used a Triangular
Surface approach to compute the fractal dimension. It is illustrated graphically in Figure 11. I
method, a square region is chosen and is divided into four triangles with the center pixel a
common vertex for all the four triangles. In the figure this square region is represented by th
gion ABCD. The distance r is variable, minimum being 3 pixels. The common vertex in the fi
is P. The sum of the areas of all the triangles is computed. This procedure is repeated for e
ISIP
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Figure 11. Triangular prism surface approach
0.6 0.8 1.0 1.2 1.4
.0

.5

.0

.5

.0
Log of the distance
Figure 12. Plot of log of the distance vs log of the area
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Fractal Dimen 14, SBE = -85.57
the pixel in the image and the sum of the areas is computed. This procedure is repeated for d
values of r. This data can now be used to produce an area vs. distance plot, with distance
the independent variable. A log-log plot is shown in Figure 12 with “r” on the x-axis and the
on the y-axis. The slope of the line gives a parameter “s”. The fractal dimension is related t

(5)

For color images, the fractal dimension for each of the color is found separately. Images w
high fractal dimension are considered to be more complex than images with a low fr
dimension. Sample images with high and low fractal dimension are shown in Figure 13.

5. STATISTICAL NORMALIZATION TECHNIQUES

The features extracted from the image are statistically combined to estimate the scenic be
the image. The two methods which are used for estimating the beauty of the image
classification approach and regression analysis. In the classification approach, models are b
each of the class of the images, i.e for LSBE, MSBE and HSBE and using the weighted dis
measure, the image is classified into one of the class. In the regression analysis, the absolu
of the scenic beauty estimate is found.

5.1. The Classification

The classification of the images in the database are divided into three classes.The classi
images in the database are divided into three classes, LSBE, MSBE and HSBE according
mean and the standard deviation of the subjective ratings. With the classification metho
classify the given test image into one of the class using the extracted features. Model files ar
for each of the class by training on a set of images. Training involves averaging the feature
set of images. The average feature vector along with the covariance matrix of the feature ve
written in the model file. In the test case, the distance of the feature vector of the test ima
found from each of the class. The test image is assigned to the particular class to which it h
minimum distance. The distance can be found using two methods: 1) the non-weighted di

Dimension D, 2 s–=
ISIP
sion = 2.32, SBE = 31.20 Fractal Dimension = 0.
Figure 13.  Image with high and low fractal dimension
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Model
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measure and 2) the weighted distance measure.

Assigning an image to a particular class is illustrated in the Figure 14. The distance of th
image from each of the class is found and it is assigned a particular class based on the mi
distance.

The euclidean distance or the RMS distance is a simple distance measure and it is found b

(6)

and are the two vectors, the distance between which needs to be computed. This me
very simple but it has very serious drawback. It works only when all the features in the vecto

d x y–[ ]T
x y–[ ]=

x y
ISIP
Figure 14.  The classification approach using the models is shown.
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on the same scale. In most real world problems, this is not the case. Features need
preprocessed by whitening to get accurate results.

If we consider the features we extract from the image, some of the features are as low as le
one and some of them are as high as close to hundred. If we find the euclidean distance for
vector, the distance will be dominated only by the larger feature in the vector. Hence this is n
true distance. We use the weighted distance measure in such cases which gives a better
measure compared to the euclidean distance. The weighted distance is represented as

(7)

where and are the vectors and is the covariance matrix of vector x. The percent er

the classification approach is given by the number of images misclassified to the total num
images.

. Misclassification refers to a different classification o

the test image as against the classification from the subjective scenic beauty estimate.

5.2. Regression

Another approach to map the extracted features to the scenic beauty is the regression a
technique. Regression analysis is a technique in which the expected value of a dependent v
is modeled as a linear combination of a set of explanatory variables. Such a model is e
analyze and applicable in many situations. Regression analysis is summarized in Figu

d x y–[ ]T
Cx

1–
x[ y]–=

x y Cx
1–

 error% misclassified images
total number of images
---------------------------------------------------------=
ISIP

Training

Input Features Subjective SBE

Obtain parameters

Write in a

Modelfile

Testing

Read parameters
from modelfile

Input Features

Weigh the
features with
the parameters

Compute SBE
Figure 15. Summary of regression analysis
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Consider an output dependent on a set of variables , This can be represe

a linear equation as

(8)

for , the above equation can be written in matrix form as

(9)

where Y is the n by 1 vector of observed values of the response variable. The feature matri
the n by (k+1) matrix containing the values of the input variable

. (10)

As long as the input variables are not linearly related, this matrix equation can be solved to

the vector of parameter estimates. The estimate for is chosen to minimize the mean s
error.

(11)

where indicates transpose of the matrix. The matrix has parameters or weights for e

the feature. The training images are used to get the values of and then when testing, we
an estimate of SBE by multiplying the feature vector with the coefficient vector.

The strength of the linear association between two processes is given by the corre
coefficient. It is used a measure of performance for regression analysis. The value o
correlation coefficient is from -1 to +1. The closer the value to unity, irrespective of direction
better the association between the two processes. The correlation of the derived scenic
estimate with the subjective scenic beauty estimate is computed. The performance is meas
the magnitude of the correlation obtained with the subjective SBE.

6. EVALUATIONS
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The algorithms developed have to be evaluated to check the performance of the syst
estimating the scenic beauty. Different combinations of the models were used to evalua
algorithms. A database was developed to be used for evaluating the algorithms. The purp
the different combinations of the features was to identify the best combination which can pr
the scenic beauty estimate with least error performance. The features were extracted fro
image, and then the classification approach and regression analysis were used to comb
features. The database used for the evaluations and the error performance of all the evalua
described in this section.

6.1. Database

We have developed an extensive database in conjunction with the USFS to suppo
development of algorithms that will automatically estimate scenic quality. There are a total o
images in the database. The interesting feature of this database, in addition to the volume
data, is the inclusion of a number of measures computed by having human judgements ma
assess the images. For example, subjective scenic beauty ratings on all images are avai
part of the database. The images included in this database were drawn from a study spanni
years dealing with the Ouachita National Forest in Arkansas, U.S. Photographs taken
controlled conditions have been digitized using an extremely high quality scanning proces
converted into computer readable data. The database is extensively described in a s
document [16]. The database is summarized in the table below.

There are a total of 700 images out of which only 638 are valid images used for analysis.
them are baseline slides used as standard slides and 20 are warm-up slides. The baseline s

number of images
Test Images

Baseline Images
Warm-up Images
Discarded Images

700 Images
638
40
20
2

 number of blocks
 number of plots in each block
 number of images in each plot

Seasons covered in each plot
Fall
Summer
Spring
Winter
Number of files of 90-91 in each plot
Number of files of 94-95 in each plot

 Images photographed at diff angles

   4
   5

32
Win, Sum, Spr, Fall
4
4
4
4

   16
   16

Number of LSBE images in the database
Number of MSBE images in the database
Number of HSBE images in the database

110
425
103
ISIP DECEMBER 22, 1997
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not used for analysis purposes. There are two slides which are discarded as the subjectiv
ratings of these images are not available.The images are photographed in the Ouachita
range. The area is divided into four blocks for the purpose of studying, with each block div
into 5 plots. There are 32 images of each plot with each plot photographed four times in ea
the four seasons. Also, the photo session was repeated in two years again in 94-95. This ma
total number of images of each plot as 32. The images were photographed at different ang

The images in the database are divided into three classes, LSBE, MSBE and HSBE based
mean and standard deviation of the subjective judgements. The mean SBE in the database
and the standard deviation is 47.46. The SBE of each of the image is compared with the
SBE and the standard deviation and the image is classified to be of one of the classes. This
the database into 110 LSBE images, 425 MSBE image and 103 HSBE images.

6.2. Performance

The performance of the algorithm is a measure of the efficiency of the algorithm in estimatin
scenic beauty of the images. A total of 45 features were extracted from the image and dif
combinations of these features were tried to identify the best system. The classification app
and regression analysis were used to combine the features. Various combinations of the f
extracted were used for the evaluations. The total 45 features and their order which are us
evaluations are given in the table 1:

Different combinations of the features were tested to get the best model. All the evaluation
done on the official training and testing sets. Initially, we started with the RMS distance me
on the first training and test set. The combinations which were used are red only, green only
only, red, green and blue(rgb) combined, rgb with longlines, rgb with shortlines, and rgb

1-10 Red

11-20 Green

21-30 Blue

31 Longline

32 Shortline

33-35 Sharpness

36-38 Standard Deviation

39-41 Entropy

42 Compression Ratio

43-45 Fractal Dimension

Table 1:   Table showing the order of the features used for evaluations
ISIP DECEMBER 22, 1997
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longlines and shortlines. The evaluations were done on the first training and test set initially

Model files were generated for each of the models by training on the LSBE, MSBE and H
files of the first training set. Then the images in the test set were evaluated to get the di
measure from each of the model class. The images were assigned to a particular class base
minimum distance measure. The error is calculated from the number of images misclassifie
percentage of the total number of images tested. The evaluations for the same model
repeated with the weighted distance measure. During training, the mean vector and the cov
matrix of the vector are written in a model file. In the testing, the distance of the test vect
found from each of the class. The image is assigned to a class to which it has the min
distance and the error is calculated from the number of images misclassified. The results
weighted and non-weighted distance measure is given in Table 2. The weighted distan
better performance compared to the RMS distance. This proved the superiority of wei
distance over non-weighted distance measures. Hence, for further evaluation only we
distance measures were used.

Weighted distance, being a better performance measure, was used for evaluations w
different feature sets. The first step was to run evaluations using the first training and testin
The different models used were 1) red only, 2) green only, 3) blue only, 4) rgb combined, 5
combined with shortines, 6) rgb combined with longlines, 7) rgb combined with short
longlines, 8) rgb combined with entropy, 9) rgb combined with longlines and entropy, 10) ent
combined with fractal dimension, 11) rgb combined with longlines, entropy and fra
dimension, 12) only entropy, 13) rgb combined with all the other features except the fr
dimension and finally 14) rgb combined with all the features including the fractal dimension

Table 3 has the performance measure for both the training and testing files. The co
corresponding to “Training” are closed-loop tests in which the same data used for training is
for testing. On the other hand, the columns corresponding to “Testing” are open-loop tests
table also shows the performance from regression analysis. For the same models, par
estimators are found using the training images and the scenic beauty estimate for the

modelfile
error%

(RMS distance)
error%

(weighted distance)

only red 63.75 51.87

only green 67.50 38.75

only blue 66.25 36.25

rgb 63.12 45.00

rgb+short 65.62 41.87

rgb+long 63.12 44.37

rgb+long+short 65.00 44.37

Table 2:   Error performance for different model files using RMS distance
ISIP DECEMBER 22, 1997
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images is found by weighting the feature vector of each image with the parameter estimator
correlation is found for each of the model. The closed and open loop performance is estima
this approach also. The “Std.err” is the mean square error obtained from the regression a
approach.

From this initial experimentation, three of the best-performing systems were selected which
then used on all the remaining training and test sets. The three systems which had the ma
correlation are RGB+LL+ENT(rgb combined with longlines and entropy), RGB+ALL(r
combined with all the features except fractal dimension), RGB+ALL+FRACT(rgb combined
all the features including the fractal dimension). The remaining test sets were evaluated f
three above best-performing systems. The performance for all the sets and average perform
given in the table 4

From the results, the best system with classification approach is RGB+LL+ENT with an
performance of 36.66% and the best system with the regression analysis is RGB+ALL+FR
having a correlation of 0.647. The confusion matrices for each of the above system is given
Appendix A.

Training Testing

System %err Corr Std.err %err Corr Std.err

Red 49.37 0.458 41.66 51.87 0.349 46.22

Green 36.61 0.332 44.20 37.50 0.310 46.61

Blue 31.59 0.528 39.77 36.25 0.468 43.39

RGB 34.93 0.677 34.47 40.62 0.563 40.91

RGB+LL 34.10 0.683 34.20 40.00 0.566 40.86

RGB+SL 32.00 0.682 34.25 38.12 0.564 40.96

RGB+LL+SL 32.42 0.684 34.18 41.25 0.565 40.90

RGB+ENT 30.75 0.688 33.99 39.37 0.537 42.05

RGB+LL+ENT 30.12 0.693 33.77 41.87 0.600 39.56

ENT+FRACTAL 40.37 0.580 37.11 58.12 0.451 44.05

RGB+LL+ENT+FRCT 27.19 0.699 33.51 40.00 0.565 41.02

ENTROPY 49.37 0.546 39.25 51.87 0.409 45.14

RGB+ALL 25.73 0.732 31.88 43.12 0.600 39.56

RGB+ALL+FRCT 24.68 0.738 31.60 41.25 0.626 38.75

Table 3:  Table showing the performance for classification approach and regression analysis
ISIP DECEMBER 22, 1997



KALIDINDI, ET. AL.: SCENIC BEAUTY ESTIMATION... PAGE 21 OF 32

. This
these
e have
on ratio
ith the

file
which

ession
ith the
and
m we
6.3. CONCLUSIONS

We have developed an algorithm for estimating the scenic beauty rating of forestry images
involved developing various algorithms to extract features from the images and using
features to model the subjective scenic beauty estimates of the images. The features w
chosen are color, density of the trees, entropy, sharpness, standard deviation, compressi
and fractal dimension. We have also developed an extensive database in conjunction w
United States Department of Agriculture (USDA). The database is well organized with the
names explaining the block number, plot number, treatment and the year, day and month in
the image is photographed,

We have conducted various experiments both using classification approach and regr
analysis to find the model which gives the best performance. The best system achieved w
classification approach was RGB+LL+ENT (red, green, blue combined with longlines
entropy) giving a classification error of 36.8%. Using the regression analysis, the best syste

Training Testing

%err corr Std.err %err Corr Std.err

RGB+LL
+ENT

Set1 30.12 0.693 33.77 41.87 0.540 42.00

Set2 29.16 0.667 35.38 33.53 0.629 37.53

Set3 28.45 0.688 35.06 33.12 0.584 37.16

Set4 24.47 0.677 34.52 38.12 0.610 38.86

28.05 0.681 34.68 36.66 0.590 38.88

RGB+ALL Set1 25.73 0.732 31.88 43.12 0.600 39.56

Set2 29.79 0.712 33.34 37.97 0.677 35.21

Set3 30.12 0.736 32.67 40.00 0.621 36.02

Set4 19.24 0.726 32.25 34.37 0.651 37.32

26.22 0.726 32.53 38.86 0.637 37.02

RGB+ALL
+FRCT

Set1 24.68 0.738 31.60 41.25 0.626 38.75

Set2 28.33 0.720 32.96 45.56 0.704 33.85

Set3 33.47 0.759 31.45 33.12 0.592 37.27

Set4 18.41 0.739 31.60 33.12 0.667 36.89

26.22 0.739 31.90 38.26 0.647 36.69

Table 4:  Table showing the performance of the best systems on all the test sets
ISIP DECEMBER 22, 1997
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could achieve is using all the features extracted from the image and yields a correlation of 

Specifically, we have tried weighted distance and non-weighted distance measure fo
classification approach. Weighted distance had far better performance compared t
non-weighted distance measure. Sharpness, entropy,standard deviation and compression
inversely proportional to the scenic beauty. A higher value for any of these in the image re
the scenic beauty. Fractal dimension has a positive correlation with scenic beauty estim
higher value of fractal dimension indicates a higher scenic beauty rating. Compression ratio
a very good feature for the classification. This is verified by the correlation of the compre
ratio with the subjective beauty estimate. The correlation coefficient is -0.038.

The encouraging result is that most of the misclassifications we have is for the LSBE, M
border or in the MSBE, HSBE border. There are a minimal number of errors in the extrem
the classes; that is errors between LSBE and HSBE. The publications generated during the
of the project, the report, as well as all the software developed in the course of this proj
available in the public domain at:
http://www.isip.msstate.edu/resources/technology/projects/1997/sbe_imaging/.

7. FUTURE WORK

We have discussed principal components analysis, also called weighted distance meas
classifying the images. Principal components analysis(PCA) performance depends on the
data we are using it. If there is large separability between the classes, then principal comp
analysis works well. However, if this is not the case, PCA fails. Our future research efforts w
directed in exploring Linear Discriminate Analysis (LDA) and Decision trees approach
classifying the images. Linear Discriminate Analysis (LDA) is a better approach when
separability between the data is not very large. LDA tries to maximize the inter-class distanc
minimize the intra-class distance so that the errors in classifying the images will be minim

We are also planning to add the frequency domain information in the feature extra
algorithms. Also, the robustness of the fractal dimension to the rotations in the image w
investigated. Additionally, an analysis of variance of each of the features extracted wi
presented.
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10. APPENDIX

Confusion matrix of the different evaluations for the testing files

system L to L L to M M to H error%

red only 14 42 2 51.87

11 47 10

4 14 16

green only 4 11 1 37.50

22 84 15

3 8 12

blue only 5 13 0 36.25

20 82 13

4 8 15

rgb 7 2 0 40.62

16 73 13

6 28 15

rgb+long 6 3 0 40.00

17 77 15

6 23 13

rgb+long+short 5 2 0 41.25

20 77 16

4 24 12

rgb+short 8 2 0 38.12

17 77 14

4 24 14

rgb+entropy 8 2 0 39.37

17 76 15

4 25 13

Table 5:   Table showing the confusion matrix for the various models of the set 1
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rgb+ll+entropy 5 2 0 41.87

21 76 16

3 25 12

entropy+fractal 3 17 3 58.12

21 46 7

5 40 18

rgb+ll+ent+fractal 2 1 0 40.00

25 86 20

2 16 8

entropy 9 16 4 51.87

14 47 3

6 40 21

rgb+all 16 27 5 43.12

13 71 19

0 5 4

rgb+all+fractal 11 20 4 41.25

18 83 24

0 0 0

system L to L L to M M to H error%

Table 5:   Table showing the confusion matrix for the various models of the set 1
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system L to L L to M M to H error%

rgb+ll+ent 2 3 0 33.53

25 99 23

0 2 4

rgb+all 1 1 0 37.97

25 87 17

1 16 10

rgb+all+fractal 8 18 5 45.56

19 72 16

0 14 6

Table 6:   Table showing the confusion matrix for the three best models of set 2

system L to L L to M M to H error%

rgb+ll+ent 5 2 0 33.12

25 95 13

1 12 7

rgb+all 4 0 0 40.00

25 81 9

2 28 11

rgb+all+fractal 3 2 2 33.12

21 92 6

7 15 12

Table 7:   Table showing the confusion matrix for the three best models of set 3
ISIP DECEMBER 22, 1997
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system L to L L to M M to H error%

rgb+ll+ent 7 14 2 38.12

13 84 18

3 11 8

rgb+all 6 7 1 34.37

17 94 22

0 8 5

rgb+all+fractal 5 5 1 33.12

18 99 24

0 5 3

Table 8:   Table showing the confusion matrix for the three best models of set 4
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Confusion matrix of the different evaluations for the training files

system L to L L to M M to H error%

red only 49 117 12 49.37

27 150 20

5 55 43

green only 17 22 2 36.61

56 259 46

8 41 27

blue only 38 26 2 31.59

41 253 37

2 43 36

rgb 24 7 0 34.93

42 233 21

15 82 54

rgb+long 26 7 0 34.10

42 236 22

13 79 53

rgb+long+short 24 7 0 32.42

46 244 20

11 71 55

rgb+short 25 6 0 32.00

42 245 20

14 71 55

rgb+entropy 21 4 0 30.75

48 256 21

12 62 54

rgb+ll+entropy 22 4 0 30.12

52 261 24

Table 9:   Table showing the confusion matrix for the various models of the set 1
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7 57 51

entropy+fractal 21 40 2 40.37

51 212 21

9 70 52

rgb+ll+ent+fractal 17 0 0 27.19

61 279 23

3 43 52

entropy 24 62 1 49.37

48 164 20

9 96 54

rgb+all 64 63 5 25.73

17 252 31

0 7 39

rgb+all+fractal 63 51 5 24.68

18 269 42

0 2 28

system L to L L to M M to H error%

Table 9:   Table showing the confusion matrix for the various models of the set 1
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system L to L L to M M to H error%

rgb+ll+ent 20 7 0 29.16

62 310 66

1 4 10

rgb+all 9 1 0 29.79

72 288 36

2 32 40

rgb+all+fractal 56 59 9 28.33

26 248 27

1 14 40

Table 10:   Table showing the confusion matrix for the three best models of set 2

system L to L L to M M to H error%

rgb+ll+ent 23 9 1 28.45

52 279 42

4 28 40

rgb+all 20 3 0 30.12

51 250 19

8 63 64

rgb+all+fractal 8 9 3 33.47

58 252 22

13 55 58

Table 11:   Table showing the confusion matrix for the three best models of set 3
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The confusion matrix can be used to analyze the error performance of the algorithm. The nu
in the column of the matrix indicate the images classified as LSBE, MSBE or HSBE by
human judgements and the numbers in the row are the classification of the images as
MSBE or HSBE by the algorithm. Consider an example. The confusion matrix for the rgb+ll
system is shown below:

The diagonal numbers are the images which are classified correctly, i.e, an image rated as
by human judgements is also classified as LSBE by the algorithm. The off diagonal numbe
the images which are misclassified. The number in the first row, second column is an image
is classified as LSBE by the algorithm but rated as MSBE by the humans. The number in th
row, third column is an image which is classified as LSBE by the algorithm and rated as HSB
the humans. The number in the second row, first column is an image which is classified as M
by the algorithm and rated as LSBE by the humans. The number in the second row, third co
is an image which is classified as MSBE by the algorithm and HSBE by the humans. The nu
in the third row, first column is an image which is classified as HSBE by the algorithm and L
by the humans. The number in the third row, second column is an image which is classifi
HSBE by the algorithm and MSBE by the image. In the above table, the error performan
24.47%. 361 images are classified correctly and 117 images are classified incorrectly.

system L to L L to M M to H error%

rgb+ll+ent 47 18 1 24.47

38 275 35

2 23 39

rgb+all 51 11 0 19.24

36 294 34

0 11 41

rgb+all+fractal 47 7 0 18.41

40 301 34

0 7 41

Table 12:   Table showing the confusion matrix for the three best models of set 4

rgb+ll+ent 47 18 1 24.47

38 275 35

2 23 39
ISIP DECEMBER 22, 1997
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