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EXECUTIVE SUMMARY

A persistent challenge in achieving high-accuracy human-computer speech interactions is the
problem of proper noun recognition. For many voice-based interfaces such as those applied to
directory assistance or medical records databases, accurate recognition of proper nouns (such as
customer name, or the name of the doctor / patient) is of critical importance. In order to achieve
this, the system requires the capability of generating accurate pronunciation models for such
words. This is a very challenging problem due to the lack of any obvious letter-to-sound mapping
rules, and multiple pronunciations derived from a wide variety of ethnolinguistic factors for these
proper nouns. Traditional rule-based systems have serious shortcomings of range and
generalization. Thus it is imperative to develop a mechanism for automatically generating
multiple pronunciations for proper nouns.

In this project, the Institute for Signal and Information Processing (ISIP) at Mississippi State
University has endeavored to implement a classification system that captures the statistics of
pronunciation units (phones) as a function of the orthographic spelling of the proper noun. In the
first year of this project, ISIP implemented a hybrid neural networks algorithm capable of
discovering some underlying structure in this letter n-tuples — to — phones domain to provide
Texas Instruments (TI) with a software system capable of converting any proper noun to a list of
its most plausible pronunciations. This research effort also involved the development of a
representative database containing approximately 18000 surnames and their possible
pronunciations; hand-transcribed and automatically aligned with the spellings.

This year was devoted to the analysis of the basic neural network system and in exploring avenues
to enhance its performance. Two different directions were pursued. In the first, the existing neural
network system was modified by adding new features such as the ability to support topologies
with multiple hidden layers of neurons. Different topologies such as a multilayered version of the
old system, a non-stochastic multilayered perceptrons and learning vector quantizer were
implemented. A hierarchical system that performed two-level classification — first dividing the
data into phone classes (such as vowels, diphthongs, consonants and nulls) and then classifying to
the individual phone under each cluster — was also tried out. The training algorithm was
modified to improve the rate of training as well as the performance of the trained system. The
second approach involved implementation of an elementary decision-tree (AT) based classifier
that assigns phones to the proper noun spellings based on a series of context-dependent binary
decisions. Both systems were trained on the pronunciation dictionary database and extensively
evaluated using the paradigms developed in the first year of the project.

The deliverables for this project include the complete software and binaries for training the
system and generating the N-best pronunciations. The software adheres to the standards of C++
object-oriented data-driven applications at ISIP. An updated Tcl-Tk graphical user interface (GUI)
demo allows the user to select the algorithm type (ANN or DT) and set the corresponding system
parameters, and outputs an ordered list of the likely pronunciations along with a phonetic network
that can generate them for an input name. The pronunciations database, as well as all tools,
software and publications developed in this project are placed into the public domain
(http://www.isip.msstate.edu/resources/technology/projects/1997/nbest_pronunciations/) and
supported by ISIP.
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1. ABSTRACT

The ability to accurately model word pronunciations is crucial to the effectiveness
voice-based human-computer interface. For speech recognition and/or synthesis systems t
with customer-oriented applications such as medical databases and telephone directory ass
the generation of correct pronunciations for proper nouns is even more critical. However
turns out to be a very complicated problem as proper nouns are often found to depart from t
letter-to-sound conversion rules followed by regular words. Moreover, many proper nouns
multiple valid pronunciations that evolve as a product of various sociolinguistic phenomena
the system needs to generate accurate pronunciation networks for correct identific
Traditional rule-based systems are incapable of comprehensively dealing with this problem

In the first year of this project, we developed a stochastic neural network paradigm
automatically generates a rank-ordered list of the various possible pronunciations from t
spellings of proper nouns and evaluated its performance. The second year was expen
enhancing the performance of the neural network system, as well as exploring new techn
such as decision trees. This document describes the significant changes made to the
network system as well as the implementation of a decision-tree based system. Both system
been trained and evaluated on the same database of 18494 surnames and 24000 pronun
The performance of the neural network system improved from 63.95% error to 52.34%; whi
decision tree system recorded 47.13% error in generating pronunciations of unseen data.

2. INTRODUCTION

A critical aspect of voice-driven interfaces is their ability to perform accurate recognition
proper nouns. For instance, In many applications related to medicine, the ability to recogn
physician’s or patient’s name is crucial in providing a usable interface. A comparable pro
involving company names and product names exists in voice interfaces for adva
telecommunications services. It is also well-known that a majority of errors in a continu
speech recognition system consist of proper nouns, primarily due to a lack of good ac
models for such out-of-vocabulary words.

Recognition of proper nouns requires an ability to generate accurate pronunciation networks
problem is very challenging because a large percentage of proper nouns, such as surnam
no obvious letter-to-sound mapping rules that can be used to generate the pronunciations. I
the pronunciations seem to be a product of numerous sociolinguistic factors. While a tradi
recourse to generate pronunciation models for proper nouns has been to handcraft m
rule-based systems and determine the best pronunciation, there is certainly need for a data
automated system capable of performing such a task. We have explored two stat
classification technologies — neural networks and decision trees — to tackle this problem.

2.1. Historical Background

The principal idea behind this work dates back to the late 1980s, when a feasibility study
conducted at Texas Instruments to evaluate the accuracy of text-to-speech (TTS) syste
pronouncing proper nouns [1] for an application in interfacing with a medical records data
INSTITUTE FOR SIGNAL & INFORMATION PROCESSING SEPTEMBER 1, 1997
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[2]. It was found that the ability to recognize a physician’s or patient’s name was crucia
providing a usable interface, and such name recognition was a vital step in transforming m
record access from keyboard input to voice input.

A major drawback of such a system was that it required an extensive set of handw
letter-to-sound rules which made the system cumbersome and expensive to develop and m
Moreover, such a rule-based system was constrained by its ability to generate only
pronunciation for a given proper noun, and failed to generalize when presented with nam
covered by the rule set. For instance, a commercial product called DECtalk [3, 4] was deve
to convert unrestricted English text into speech, using a set of phonological rules and by ha
exceptions with a lookup table. This method was found to be highly labor-intensive and
limited in scope. Other commercial systems such as Bellcore’s Orator [5] and Bell Labs’ TT
and Mitsubishi’s Anapron [7] follow variations on the same concepts of rule-based an
dictionary-based lookups.

Alternative approaches have emerged since then that employ statistical techniques to mo
stochastic distribution of pronunciations with respect to letters of the spelling of the nou
many cases this distribution is obviously nonlinear, and sophisticated techniques such as H
Markov Models (HMMs) [8] and artificial neural networks (ANNs) [9, 10] have been applied
this problem with varying success.

ANNs are connectionist systems where the knowledge about the data is distributed over m
processing units and the net exchange of information between these units. Multilayered
networks, in which the internal or hidden units can act as feature detectors that perform a ma
between the input and the output are a class of models ideally suited for such applications
ter-to-phone conversion.

Such a multilayered neural network model called NETtalk [11] demonstrated that a relat
small network can capture most of the significant regularities of typical English pronunciation
well as absorb a fair number of irregularities. It also had the advantage of being language ind
dent and directly implementable in hardware. However, it was found to be limited in its abili
handle ambiguities that require syntactic and semantic levels of analysis.

Recently, statistical decision trees (DTs) have emerged as a viable technique for performin
nonlinear classification tasks with high degree of accuracy. For example, a technique tha
DTs to automatically generate detailed phonetic pronunciation networks from a coarse pho
transcription [12] has been developed at AT&T. DT-based systems are also capable of gen
more than one pronunciations. However, no system has been designed that can effectively
the peculiarities of proper noun pronunciations to generate multiple pronunciations.

2.2. Baseline Neural Network System

The concept of ANNs originates from the notion that complex computing or classification op
tions can be implemented by massive integration of individual computing units, each of w
performs an elementary computation. An advantage of using ANNs for feature extraction
classification of patterns is their capability to capture the inherent functionality of the data wit
anya priori statistical characterization or parameterization. The network classifies the large
INSTITUTE FOR SIGNAL & INFORMATION PROCESSING SEPTEMBER 1, 1997
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vectors into small output feature vectors representative of the input patterns. Often, such fe
constitute the internal activation patterns and not the output [13, 14] and the output classes
sent certain associations of such features.

The pronunciation generation task is one of nonlinear classification of the letter n-tuples int
ferent classes which correspond to various phonemes due to the nature of the data. Theor
speaking, the stochastic neural network system has the ability to accurately solve such a p

In the first year of this project, we implemented an algorithm to automatically derive recogn
models from the text-only spellings of the proper noun (rather than voice data containing a
ing or nominal pronunciation of the name). This system was proposed as a part of a techniq
voice recognition of proper nouns using text-derived recognition models [15]. It relies up
hybrid stochastic neural network [16] that combines the principles of multilayered feedfor
networks [17, 18] and Boltzmann machines [11, 19]. It takes as input only the text-based sp
of the proper noun and generates an ordered N-best list of pronunciations.

This network looked at each character in the spelling of the noun in context of its left and
neighbors and tries to map such n-tuples of letters / characters to the corresponding sou
shift register structure was used to buffer characters as they are input to the system one at
It modeled the n-tuples of letters using local and long-distance constraints [20] using
registers of different context window sizes, short and long. This approach is similar to o
Figure 1. An overview of the neural network architecture that performs letter to sound conversion. In this
system, there are three layers: a layer that converts letters to binary-valued inputs, a layer that converts n-tu-
ples of letters into sounds, and a layer that applies a mixture of short-term and long-term relationships.
INSTITUTE FOR SIGNAL & INFORMATION PROCESSING SEPTEMBER 1, 1997
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time-delay techniques that have become popular in speech recognition systems [21, 22].

The architecture was designed specifically for the problem of name pronunciation / recog
and was based on the following two design criteria —

1. Generally, a relatively small amount of contextual information will be sufficient to
narrow the range of possible sound correspondences to a small set.

2. Choosing a correct sound from this set may require information occurring at more remo
points in the name (such as the identification of the foreign language from which th
name was drawn).

Figure 1 describes the basic structure of such a network. It consists of three principal comp
described as follows —

1. an input layer that buffers n-tuples of input letters and maps them to binary-valued inpu
— the input character set consists of the 26 letters of the alphabet, plus whitespace an
few other special characters such as the apostrophe and the period (a complete se
input characters is listed in Appendix B.1).

2. a hidden layer that maps such bit-streams into a set of internal states — that derive a
store the context-sensitive information regarding the “sounds” such n-tuples produce, a
transform the bit-string output of the input layer into some representation of sounds o
features corresponding to the pronunciation of the name. The connection weigh
between the input buffers and the hidden layer are used to represent knowledge about
n-tuple letter sequences.

3. an output layer that mixes the long-term and short-term constraints to interpret the grou
of letters into a phonetic representation — an indexing system is used to encode th
output symbols as phonemes in order to reduce the complexity of the system (a
illustrated description of the full phoneme set is provided in Appendix B.2).

There are two subnetworks possible in our design of the architecture, in order to capture bo
short-distance as well as the long-term contextual information in the textual spelling of the n
Figure 2 illustrates the particular case in which a 3-tuple is used for short-term context wh
7-tuple is buffered to capture the long-context statistics.

By repeatedly applying the same name as input to the system, different phonetic fe
sequences can be produced, corresponding to alternate plausible pronunciations of the
Thus, the network succeeds in determining not only a nominal or “correct” pronunciation
also describing all likely pronunciations of the name. The activation probability of each unit in
network also provides a likelihood measure or “score” for each pronunciation.

2.3. Deficiencies of the Baseline System

Our pilot experiments initially conducted on some synthetically generated data and later
subset of the pronunciations database were quite encouraging with a high degree of accu
both phoneme classification as well as generating multiple pronunciations. However, whe
INSTITUTE FOR SIGNAL & INFORMATION PROCESSING SEPTEMBER 1, 1997
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system was trained on the full training data set consisting of 15000 surnames and approxim
20000 pronunciations, the network performance degraded catastrophically. We identifie
following problems with the functioning of the neural network system —

1. While the neural network system performs reasonably well when trained on a subset
the training database and tested likewise, it completely fails to capture the statistics of th
full set of training data — there is a major scaling problem.

2. The performance of the system depends critically on the number of hidden neurons, y
there is no intuitive or scientific procedure to choose the optimum value for this
parameter, or for any other important training parameters such as the initial syste
temperature and the cooling rate.

3. The network system supports only a single hidden layer of neurons. Multiple hidde
neuron layers can possibly capture higher order statistics of the input data.

4. Training the network is an extremely expensive and computation-intensive process —
each training iteration for a network with 300 hidden units and on the full training data
set typically required 10 to 12 hours on a Sun SparcStation20, the system required
least 75 to 100 training iterations for moderately reasonable performance.

We also noticed that a significant fraction of the errors were related to particular phonemes
consistently misidentified with some other confusibles. This indicated that either the data
such that it made the letter n-tuples corresponding to certain phonemes very highly confusi
that the neural network did not succeed in capturing some key features of the training
pertaining to those phonemes.

2.4. Modifications in the Baseline System

The performance of the baseline system on the full data set indicated a need for enhanc
that would allow the system to scale up its discriminatory powers, so that it would be ab
classify a larger number of classes (phonemes) from a more complex set of data. We
endeavored to achieve this in two different approaches — by trying to augment the ba
system with higher discriminatory features (by changing the topology, modifying the trai
etc.), and by exploring and implementing novel classification techniques.

Specifically, the following modification were applied to the baseline neural network system 

1. ability to support a number of connected hidden layers of neurons for the hybrid networ

2. a two-level classifier that first classifies the data into one of four phoneme superclass
(vowels, diphthongs, consonants and nulls) and then reclassifies it into the phonem
under the particular superclass.

3. implementation of a non-stochastic multilayered perceptron to accurately identify th
one best possible pronunciation.

4. implementation of a learning vector quantizer to try a different classification paradigm.
INSTITUTE FOR SIGNAL & INFORMATION PROCESSING SEPTEMBER 1, 1997
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Both the multilayered perceptron and the learning vector quantizer are feedforward network
are inherently 1-best i.e. generate only one ‘best’ answer. The training algorithm was
modified in accordance with each of the above enhancements. The basic backpropagati
simulated annealing algorithm used for the baseline system was also upgraded by using
efficient weight updating and more accurate activation functions.

Concurrently, we also implemented a simple decision-tree based classifier to identif
phonemes corresponding to input letter n-tuples.

2.5. Decision Trees Approach for Pronunciation Generation

Statistical decision trees have recently emerged as an important part of the state of the
speech recognition technology, as they provide a flexible and completely data-driven to
classification of complex, non-linearly separable data. Based on the response to a series of
binary-valued questions, decision trees can efficiently and accurately generate classifi
clusters of highly complex shapes; and provide insights into the underlying phenomena
means of accurate prediction.
Figure 2. Topology for a multilayered feedforward network for pronunciation generation — the input layer
connects to the bit-encoded letter n-tuples, the many hidden layers capture the letter-to-sound features in
the input bit stream. The output is another bit stream which encodes the phoneme.
INSTITUTE FOR SIGNAL & INFORMATION PROCESSING SEPTEMBER 1, 1997
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Decision trees have been successfully used for data exploration and classification in many d
disciplines, such as astronomy [23], medical diagnostics [24], chemical analysis [25], pa
recognition [26] and detection [27]. Motivated by such versatile applicability of decision trees
have developed a tree capable of classifying n-tuples of letters constituting the spelling of p
nouns into various phoneme classes to generate the corresponding pronunciations.

3. ENHANCEMENTS IN THE NEURAL NETWORK

As described in [28], in spite of the potential displayed in the pilot experiments, the perform
of the baseline neural network system was not satisfactory at all when scaled up to the fu
set. This highlighted several shortcomings of the architecture used that required remedial
We implemented several variations in the topology of the neural network and the asso
training algorithms to improve the pronunciation error rate.

3.1. Multiple Layers

Multilayered neural networks, in which the neurons can be viewed to be connected a
different levels, form a significant class of pattern classification networks. In a multilay
feedforward network, the external inputs are fed to an initial ‘layer’ of neurons. The remai
cells constitute subsequent layers such that each successive layer receives as inputs the w
outputs of the previous layer. The outputs of the final layer are the external outputs of the ne
Such an architecture is also called a multilayered perceptron (MLP) [17, 18], and needs
trained in a supervised fashion i.e. by exposing the network to the input patterns along wi
corresponding desired outputs. An appropriately trained network can then reproduce the
population of the target outputs as closely as possible in some sense.
Figure 3. Typical neuron connections in a Boltzmann machine network, along with the Boltzmann distribu-
tion function that governs the activation probability of a neuron.
INSTITUTE FOR SIGNAL & INFORMATION PROCESSING SEPTEMBER 1, 1997
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Figure 4. A schematic overview of the simulated annealing used to train the multilayered stochastic neural
network. The backpropagation of error trough various layers of neurons during the training backward pass
is displayed in detail in the inset.
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While it has been theoretically proved that a multilayered perceptron with many hidden lay
equivalent to a feedforward network with a single hidden layer (with sufficiently large numbe
neurons), in practice it is often seen that with multiple layers the training is faster as smaller-
layers are needed at each step [29]. Also, since the performance is a function of the h
neurons, a change in topology also affects the classification to some extent.

We implemented a Boltzmann machine-type stochastic multilayered perceptron to provid
baseline system with the ability to capture the statistics of the data in a more efficient and eff
manner. Figure 2 illustrates a typical neuron connection in such a network, and Figure 3 dis
the stochastic activation function for an individual neuron. This network was trained using
standard training algorithm described in Figure 4, which incorporates elements of
backpropagation [30] and simulated annealing [31].

3.2. Hierarchical Bilevel Neural Network System

Our experience with the baseline neural network system amply demonstrated the comple
the classification problem associated with the generation of phonemes from letter n-tupl
order to improve the performance of the neural network system, we attempted to reduc
complexity by transforming the problem space.

The classification task was broken down into two successive parts, a top level classifier
identifies each input n-tuple of letters as one of four phoneme classes — vowels, diphth
consonants and the null phoneme [16, 28]. Appendix B.2 describes the classification of pho
into such groups. This stage was followed by a separate neural network classifier tr
specifically for each of the three groups containing more than one phoneme (viz. vo
diphthongs and consonants). The selection of the classifier of the lower level was based
outcome of the top-level classifier. The low-level classifier identified the data as belonging
Figure 5. A schematic overview of the bilevel neural network classifier. The top level classifier decides
whether the binary-encoded input n-tuple is a vowel, diphthong, consonant or a null phoneme. Accordingly,
the same input is then fed to the corresponding low-level classifier to identify the actual phoneme. Here we
illustrate a phoneme being identified as the consonant k.
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individual phoneme belonging to the relevant sub-cluster of phones. As the number of p
under each group was reduced almost by a factor of 3, compared to the baseline syst
complexity level at each classifier stage was reduced accordingly.

A block schematic for this system is displayed in Figure 5. This system was implemented
only one hidden neuron layer for each network as using multiple hidden layers did not a
performance significantly.

3.3. Non-stochastic Multilayered Perceptrons

To investigate whether there was a problem associated with the stochastic generat
pronunciations which caused the performance of the baseline system to degrade, we imple
a non-stochastic version of the neural network — a simple feedforward network. Since th
multilayered perceptron (MLP) is an important constituent of the baseline system, we pr
some theoretical fundamentals of this neural network.

The typical network has an input layer, an output layer, and at least one hidden layer. There
theoretical limit on the number of hidden layers but typically there is just one or two. Figu
illustrates a typical such MLP with only one hidden layer. The input layer neurons are hardw
to the input bitsxi. These are connected through weightswij to the hidden layer of neurons, whos
outputs are denoted byhj. The hidden layer is connected to the output layer through the weig
Wjk. The output of the output layers is the bit streamzk while the desired output bits areyk. For a

network connected in this fashion, thejth neuron in the hidden layer has an output
Figure 6. Illustration of a simple one-layered multilayered perceptron
INSTITUTE FOR SIGNAL & INFORMATION PROCESSING SEPTEMBER 1, 1997
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whereg(•) is the activation function for the neuron. The outputs of the hidden layer are the in

to the output layer neurons. For thekth output neuron, the output is given by

(2)

Now we define an error or cost function for the network in terms of its parameters (weights

(3)

This is clearly a continuous differentiable function of all the weights in the network, and we
use a gradient descent algorithm to learn the appropriate weights that minimize this
function. Letη be the learning rate (a constant that determines the increment step for the wei
Then for the hidden layer - output layer connecting weights, the gradient descent yields an u
term (also called the delta weight term) as

(4)

and for the input layer - hidden layer weights the update terms are obtained as

(5)

whereg’(•) is the derivative of the activation function. This updating procedure is referred t
the backpropagation algorithm and is popularly used for training multilayered percep
classifiers. Our stochastic system for generating multiple proper noun pronunciations bo
heavily from this concept.

The backpropagation learning can be modified by using different error functions, activ
functions, and the modifying method of the derivative of the activation function. The we
updates can be performed with some ‘momentum’ to speed up learning, for instance, so
fraction of the previous delta weight is fed through to the current update term. This essen
acts as a low-pass filter on the weight terms by reinforcing general trends but discour
oscillatory behavior. Also, a cumulative weight update can be performed by accumulatin
error for a number of input-output training pairs rather than updating every node for every i

A major shortcoming of the backpropagation networks is that the internal representatio
knowledge is not at all obvious or well-understood. Also, it is not guaranteed to converge
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suffers from the local minima problem. Also, backpropagation is a supervised algorithm
requires a large amount of training data.

3.4. Learning Vector Quantizer

A learning vector quantizer (LVQ) [32] is a single layer ANN which typically follow
unsupervised learning. The network automatically adjusts its weights so that input patterns s
in some sense produce similar outputs. Thus the input patterns can be classified on the bas
outputs they produce. The output neurons compete with each other to produce an output th
characterizes the input pattern. The LVQ is an ANN model used both for classification
segmentation problems. An example network is shown in Figure 7.

Topologically, the network contains an input layer, a single hidden layer called the Kohonen
and an output layer. The output layer has as many neurons as the classes, while the Kohone
has a number of processing elements grouped for each of these classes. The number of pro
elements per class depends upon the complexity of the input-output relationship. Usually
class has the same number of elements throughout the layer. The Kohonen layer lear
performs relational classifications by deriving knowledge from the training set. Trainin
supervised, but the learning rules vary significantly from those used in backpropagation.

During training, neurons in the hidden layer are activated such that the distance of the tra
vector to each neuron (in terms of a scalar product of the weights with the input vecto
computed and the neuron with the smallest distance is declared the winner. The winner e
Figure 7. Topology of the learning vector quantizer — the groups of Kohonen neurons corresponding to
different output classes are shown with identical shading.
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only one output neuron to fire at a time, corresponding to the class the input vector belongs
the winning element is in the expected class of the training vector, its weights are reinfo
towards the training vector. Otherwise the connection weights entering that neuron are m
away from the training vector. Thus, during the training process individual neurons in the hi
layer assigned to a particular class migrate to the region associated with their specific
During the generation mode, the distance of an input vector to each hidden neuron is com
and again the nearest element is declared the winner. That in turn generates one output, sig
a particular class found by the network.

For complex classification problems such as pronunciation generation, the network requ
large Kohonen layer with many neurons per class. The training algorithm can also be enhan
adding a conscience mechanism, boundary adjustments or an attraction function at di
points while training the network [33].

4. STATISTICAL DECISION TREES

Tree structured classifiers are constructed by repeated splits of data into its descendent
based on some division criteria. The tree grows with each split until some stopping condition
met or no split is possible. The terminal subsets form a partition of the original data set.
terminal subset corresponds to a class (possibly more than one terminal subset may have th
class label). In a binary decision tree, each splitting criterion consists of a binary-valued con
(or a yes-no type of question). Typically, these questions are designed so as to maximi
entropy of the data given the division into various subsets. The size of the tree is determin
the total number of levels created by the splits. In some cases, pruning is used to get th
sized tree, i.e. one that has the lowest misclassification rate.

4.1. Fundamentals of Decision Trees

A decision tree is built from a set of learning samples, which consists of objects tha
completely described by a set of attributes and a class label. The attributes can be orde
unordered — ordered values are typically quantifiable and follow a natural ordering; w
unordered values are typically logical and do not follow any particular order. For example, th
of a person is an ordered value while the gender is unordered. The tree can be termed as un
or multivariate, depending on the number of attributes used as features at each internal no

The typical topology of a decision tree is given in Figure 9. A decision tree contains a root n
zero or more internal nodes, and one or more leaf (or terminal) nodes. All internal nodes hav
or more child nodes. All non-terminal nodes contain splits, which test the value of a mathem
or logical expression of the attributes. Edges from an internal node to its children are labelled
distinct outcomes of the test at that node. Each leaf node contains a class label, and the ro
contains all the class labels. The number of classes is finite. A leaf node is said to be pure if
training samples at that node belong to the same class.

The accuracy of the tree is determined by its misclassification rate i.e. the ratio of the sa
misclassified to the total number of samples classified. The true misclassification rate
decision tree is estimated from the training set or a held-out test set. If the training set is u
INSTITUTE FOR SIGNAL & INFORMATION PROCESSING SEPTEMBER 1, 1997
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estimate the true misclassification rate then it typically provides a quite optimistic estimate o
classification accuracy of the tree. This is often referred to as aresubstitution estimate. A more
realistic estimate can be obtained by using some held-out test set, and it is often calledtest
sample estimate. Another metric of performance is thek-fold cross-validation of the tree. Here
the training data is divided intok equal-sized parts. Then each partition is held out one by on
the test set and the remainder is used to construct the tree. The misclassification rate is fo
each case and finally averaged over allk.

4.2. Methods of Tree Construction

The manner of growing a tree differs from discipline to discipline, but the underlying structu
the same. There are roughly four heuristic categories of tree construction methods
bottom-up, top-down, hybrid, and growing-pruning. These are briefly described in the follow

Bottom-up approach

In the bottom-up approach, a tree is constructed starting with the leaf nodes which are recu
merged to form the internal nodes and the root. The distances between classes are compute
some distance measure. Two classes with the smallest distance are merged to form a new
and create a new node. This process is repeated until only one group is left i.e. the root n
reached. In a tree constructed this way, the more obvious discriminations are done first clo
the root, while the more subtle ones are performed at later stages of the tree.
Figure 8. Typical topology of a statistical binary decision tree — the splitting starts at the root node and con-
tinues at each internal node according to the corresponding question. The terminal (or leaf) nodes indicate
the classes.
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Top-down approach

For the top-down approach, the tree is constructed starting from the root node and sp
recursively until some stopping criterion is met. This process requires a set of binary questi
goodness-of-split criterion that can be evaluated for a split at any node, a rule to stop splittin
a rule to assign every terminal node to a class to construct the tree [34]. The set of que
generates a set of splits at every node. The splits are compared using some goodness meas
the split that maximizes this goodness measure is selected.

Hybrid approach

The hybrid approach is a combination of the top-down and bottom-up approaches. The bott
approach is used to help the top-down approach in constructing the tree.

Growing-pruning approach

In the growing-pruning approach, the tree is grown according to a top-down approach. How
there is no stopping rule, and the tree is grown to its maximum size. At this point, pruning is
to trim the tree to get to the right size.

4.3. Splitting Rules

A significant part of the research in statistical decision trees is directed towards methodolog
creating an optimal set of attributes that best discriminate the input data; and in fin
appropriate decision rules that use these attributes and split the data into corresponding c
Since a decision tree is an estimator that is driven by the training data, it uses heuristic f
evaluation rules that aim to produce as reliable an estimate from the training data as possib
decision rules can be roughly divided into three categories — rules derived from inform
theory, those derived from distance measures, and rules derived from dependence measur
Not all rules used in decision trees fall into such distinct categories, often they are derived u
mixture of these metrics.

Information theoretic rules

Rules derived from information theory are variations based on the maximum entropy con
One such rule maximizes the mutual information — the tree is constructed such that eac
contributes to the largest gain in the average mutual information of the entire tree [36, 37]. L
average mutual information obtained about a set of classes from the observation of an

, at a node  in a tree  be defined as

(6)

Event represents the measurement value of a feature selected at node and has two p

Ck

Xk k T

I k Ck Xk;( ) p Cki Xkj;( )
p Cki Xkj⁄( )

p Cki( )
-----------------------------log

Xk

∑
Ck

∑=

Xk k
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outcomes; these measurement values are compared with a threshold associated with that fe
that node. Then the average mutual information between the entire set of classes a

partitioning tree  can be expressed as

(7)

where is the probability of the class set and is the number of internal nodes in the tr

The probability of misclassification, , of a decision tree classification and the average m

information  are also related as

(8)

with equality corresponding to the minimum required average mutual information fo
prespecified probability of error. Then a goal for design of the tree could be to maximize
average mutual information gain at each node . The algorithm terminates, when the tree a
mutual information, , exceeds the required minimum tree average mutual informa
specified by the desired probability of error.

Another rule maximizes the per node information gain, where each split contributes maxima
the reduction of the entropy at that node [36, 38]. Even though information gain provides
results, it has a deficiency of a strong bias in favor of tests with many outcomes. In other w
when one of the attributes contains unique information for all of the data, partitioning any s
training cases on the values of this attribute will lead to a large number of subsets, each con
just one case. Since all of these one-case subsets necessarily contain cases of a single c
information gain will be maximal, but yet quite useless [39].

Distance measure rules

A diverse set of distance measures can be used to derive the tree-splitting rules. For instan
Gini index of diversity emphasizes equal sized subgroups on splitting and attempts to max
statistical purity of the children nodes[41]. Bhattacharya distance, Kolmogorov-Smir

distance, and statistic are some of the classical distance measures that can be also
deriving rules for tree construction.

A twoing rule divides a conglomeration of classes into two superclasses so that the problem
be considered as a two-class problem, where the greatest decrease in node impurity is re
Twoing attempts to group together a large numbers of classes based on some common a
near the top of the tree, and isolates individual classes near the bottom of the tree. It is an in
criterion that attempts to inform the user of class similarities [34]. The twoing criterion for

C

T

I C T;( ) pkI k Ck Xk;( )
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(9)

The split that maximizes the twoing criterion at a node is determined as the best split fo
node. For a discrete attribute, twoing investigates each possible combination of values resu
two superclasses. For continuous attributes, the data is sorted and the midpoint between ea
sample is used as the sample split. Once the twoing criterion is maximized, the split defin
this function is applied to the node to create two subsets of the data.

Bayesian splitting

Bayesian splitting uses a recursive partitioning algorithm to divide the training sample spac
subsets based on some attribute [40]. A set of possible tests is applied to the current node,
posterior probability contributed by the new leaves created using the test split is calculated
test that yields the maximum posterior probability  is chosen for the actual splitting.

For being the number of classes, the number of partitions created by the test, the re

frequency of occurrence

(10)

and , the posterior probability is calculated by

. (11)

4.4. Pruning Methods

A fully grown tree does not necessarily provide the best discrimination among the various cl
of data. Often, it is useful to grow a complete tree and then remove subtrees that do not con
significantly towards the generalization accuracy of the tree. This procedure is referred
pruning the tree; and it is arguably better than the greedy splitting-stopping criteria since
partially compensate for the suboptimality of greedy tree induction [34]. There are va
strategies available for pruning depending on the nature of the problem, and selection
appropriate technique usually requires some amount of heuristics.

A commonly used pruning technique iscost-complexity pruning where a sequence o
increasingly smaller trees is built from the training data and the tree that has the hi
classification accuracy on some held-out pruning test set is chosen as the pruned tree.
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Let and be any two terminal nodes in the unpruned tree descending from the same

node. The cost of a terminal node belonging to class  is defined as

(12)

If the cost of the parent node is equal to the sum of the cost of each child,
, then we can prune this node to get a new tree which is a sub

of the original tree.

The cost of a subtree is defined as

(13)

and its complexity is given by

(14)

Next, we determine the node in  that minimizes the cost-complexity parameter  given 

(15)

The node that minimizes is the “weakest link” of subtree and should be pruned next,

being the resulting tree. Continuing in this same manner until no further pruning is poss

we can generate a decreasing sequence of subtrees in the order .

Another popular pruning strategy is called reduced-error pruning, in which the error rates o
tree and its components are assessed directly on a pruning set and the pruning that re
minimum error is selected [44].

4.5. Decision Trees for Pronunciations

In our initial attempts at applying a statistical decision tree to the problem of genera
pronunciations for proper nouns, we constructed a univariate binary decision tree usin
top-down approach. At each node, a series of questions was used to generate numerous
the data, and the split with the maximum entropy was chosen for that node. There was no sto
rule used, rather the tree was allowed to grow until it reached a maximum length. A b
snapshot of such a tree is shown in Figure 9.
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The input to the decision tree was a name-pronunciation dictionary, where
spelling-pronunciation entry was converted into an n-tuple of letters centered at successive
of the name and the corresponding phoneme, as described in Figure 10. The letter n-tuple
created using a sliding window of a fixed context length, and they constituted the attributes f
classes represented by the phonemes. The questions at each node are designed to ex
contextual information embedded in the attribute window of letters. If is the set of

possible orthographic characters that can constitute the spelling and is the position

context window of length , then at each node the questions are of the form

(16)

Thus there are a possible questions to be asked at each node. The data is split accordin

question that has the maximum entropy according to the twoing rule. Let

the union of all the classes that the data can be grouped into. Then at each node, the
separated into two subclasses and in the twoing strategy

splitting. For any given split of the node , the reduction in the node impurity

aj{ }

Xi i
th

n

Xi aj= … i 0 1 … n 1–, , ,=
?

n

Xi C 1 2 … J,,,{ }=

C1 1 2 … J,,,{ }= C2 C C1–=

s n ∆i s n,( )
Figure 9. A typical statistical decision tree for automatic generation of pronunciations of proper nouns
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computed for this two-class situation. For each such split, the node impurity is a direct functi

the corresponding clustering performed on the data. The split which maximizes this redu
in node impurity is used to partition the data. This twoing process is then repeated for both c
for further splitting, and so on till each class is pure.

5. UPDATES ON THE USER INTERFACE

The various modifications made in the pronunciation system were also reflected in an up
graphical user interface (GUI) built on top of the GUI used for the baseline system. The
Tcl-Tk based interface preserves the features of its predecessor, such as allowing the user
the display area, enter nouns for pronunciation generation and execute the system to o
network of phonemes that constitute the N-best list of pronunciations.

In addition, the next-generation interface allows the user to select the system from the dif
topologies / algorithms implemented — the stochastic multilayered neural network describ
section 3.1, the multilayered perceptron system described in section 3.3 and the LVQ s
depicted in section 3.4. Another choice is to use the decision-tree system. The user also
choice of different context lengths for the input letter n-tuples. Moreover, audio capability
been added to the GUI so that the user can listen to the generated pronunciations and gau
relative accuracy. We have usedrsynth, a public-domain text-to-speech system for synthesiz
the pronunciations into audio. A screen snapshot of the modified GUI is displayed in Figure

6. EVALUATION OF THE MODIFIED SYSTEM

The performance of the pronunciation system and the various algorithms implemented th

s

Figure 10. Example of the data used to train the decision tree — the name-pronunciation entries from the
pronunciation dictionary (top) are converted to 5-letter context attributes with the phoneme corresponding
to the middle letter as the class label.
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was evaluated according to its success in generating accurate pronunciations of the input
nouns. The system output was deemed to be erroneous if none of the pronunciations ge
were found in the dictionary database from which the test name was derived. This cas
dubbed asno_correct. The correct outcomes of the system were further subclassified u
all_correctandsome_correct, depending on respectively whether all the pronunciations gener
matched with those in the dictionary or if some incorrect pronunciations were generat
addition to the correct ones. The scoring is performed automatically by a software that com
the hypothesis list of pronunciations to the corresponding proper noun entry in the dictiona

Training and evaluation databases

Any statistical classification system relies heavily on a comprehensive training databa
effectively model the discriminant features and characteristics of the problem domain. Likew
comprehensive dictionary of proper nouns along with their various pronunciations is an ess
requirement for training the pronunciation generation system, both for the neural network a
as the decision tree application.

We have currently developed a database containing 18494 surnames found in the US
corresponding 25648 pronunciations. This database adheres to the Worldbet pronun
standards and represents a reasonably diverse set of names from a wide variety of ethnic
We have strived to achieve a reasonable mix of commonly occurring names, names
Figure 11. A screen snapshot of the graphical user interface for the updated system for generating multiple
pronunciations for proper noun
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infrequent occurrence and names that are known to present problems for letter-to-
conversion because of complex morphology or difficult stress assignments. The surname
been collected from a variety of sources, notably [2, 45, 46]. The pronunciations
hand-transcribed in a modified subset of Worldbet phonetic transcription set. Autom
alignment is performed on each name-pronunciation pair using a dynamic program
technique and blank phoneme symbols ‘_’ inserted in appropriate places to establish a on
correspondence between letters and phonemes. Figure 10 provides an excerpt from the dic

Design of experiments

To achieve a comprehensive benchmark of performance we divided the complete data se
training set and a test set. The training set consists of 15000 names selected at random fr
dictionary and their corresponding pronunciations. The remaining 3494 names constitute th
set. This division of data was done three times to create three different training sets (which
some overlap with each other) and three different test sets (which do not overlap with each
or the corresponding training set at all). Each training set consisted of approximately 2
pronunciations corresponding to the 15000 names. The n-best pronunciation generating s
were trained and evaluated on each of the three data sets over various sets of system para
thus producing three benchmarks for each case. We found no significant difference in thes
any parameter set and therefore will present only the overall results averaged over the thre
sets.

Given the time requirements of training the neural network system on the full data set (a ne
with 1000 neurons single hidden layer takes approximately 8 to 12 hours per iteration on
MHz Pentium processor), we devised a preliminary data subset for conducting evaluations
efficient and timely manner. We selected a subset of the pronunciations dictionary consist
all 2022 name-pronunciation pairs corresponding to the 1665 four-lettered surnames. The tr
set derived out of this comprised of 1331 surnames, while the rest were held out for evalua
All evaluations were conducted for a 3-best list of pronunciations, unless specified otherwis

6.1. Neural Network Systems

We followed a simple-to-complex approach in evaluating the various versions of the n
network system. Each enhancement in the system was first tested using simple experimen
synthetically generated alphabet strings, to provide us with a broad idea of the basic funct
of the system and its dependence on various parameters. The subsequent experimen
conducted on a subset of the real data (proper nouns and their pronunciations) to obtain an
benchmark derived only from the 4 and 5 letter-long surnames. Based on the performan
these pilot tests the system was scaled up to handle the larger, complete database.

Multiple layered stochastic networks

A number of evaluation experiments were conducted on the stochastic multilayered netw
determine the relationship of the change in topology and various modifications in the tra
algorithms. First a test was performed to study the effect of multiple layers using a small da
of synthetically created alphabet strings. The data for this pilot test consisted of two sets —
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containing 4-letter alphabet strings belonging to two classes (e.g. class 1 — aaaa, abaa, baaa et
and class 2 — bbbb, bbab, bbba etc.), and the other having 5-letter strings similar to the pr
case but corrupted with any letter (e.g. class 1 — aaaxa, ayaha, gdaaa etc. and bqbbs, ppbbb e
In each experiment, the network was trained with a start temperature of 100 and an expon
cooling rate of 0.1 per iteration. The results of this evaluation are depicted in Table 1.

The next step was to conduct similar benchmarks with real name-pronunciation data. The tr
schedule was kept the same as before for this task. The training algorithm was modified to
adaptive learning rate for updating each weight. The pronunciation error rates for some
significant experiments in this set are recorded in Table 2. As can be seen, there is no appr
improvement in performance with multiple layers. Moreover, training the multilayered netw
took considerably longer per iteration compared to the single layered network. Therefor
decided to run further evaluations only with the single hidden layer systems.
# hidden
layers

# neurons per
hidden layer

# training
iterations

context
length

pronunciation generation error rate %

all_correct some_correct no_correct

1 125

90 4

77.27 22.73 0

2

2
2

0 77.27 22.73

16
2

0 86.36 13.64

2
16

50.00 0 50.00

16
4

0 54.55 45.45

16
8

71.28 28.72 0

3
8
8
2

34.18 53.56 12.26

1 105

45 5

46.00 54.00 0

2
25
10

76.00 24.00 0

3
12
8
4

63.00 30.00 7.00

Table 1: Result of pilot experiments (two-class alphabet string classification) with multilayered stochastic
neural networks. The no_correct performance indicates% error, the other two error rates (all_correct and
some_correct) add up to the system accuracy.
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It is significant to note that the performance of the network maintained its level when appli
the full data set, unlike prior cases where there was a complete breakdown in performanc
attribute this fact to the enhancements in the system that allow it to model the complex statis
the data in a better fashion.

Bilevel hierarchical network

We conducted evaluations on this system with the training data set tagged according
phoneme type — vowels, diphthongs, consonants and the null vowel (see Appendix B.2) f
high-level classification, and subsets of the data belonging to each of these four classes
low-level classifier. Experiments were run both on the four-letter subset of the data as well
eval
data

# hidden
layers

# neurons per
hidden layer

# training
iterations

no_correct pron generation %

training data test data

4-letter
names

1 1000

100

46.88 55.69

2
128
64

45.29 52.13

2
256
32

47.03 55.98

full
training
and test

sets

1 1024 52.73 57.16

1 2048

60

48.18 52.34

2
256
32

49.32 55.27

Table 2: Evaluations of the multilayered stochastic network with context length of 5. The performance with
multiple layers is not much different from the unilayer case.
data set
used

# neurons per
hidden layer

# training
iterations

context
length

phoneme category
classification error %

training data test data

four
letter

surnames

100

150 7

11.27 22.46

150 10.97 21.86

200 12.02 22.75

500 11.50 23.65

full 150 34.83 39.89

Table 3:  Results for top-level classification for the hierarchical classifier network
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full data set (of 18494 surnames). As mentioned earlier, only single hidden layer networks
used. The results of the top-level classification are depicted in Table 3.

A complete evaluation was run on the four-letter names set with somewhat encouraging r
(see Table 4). In this case, the training algorithm used was the one with adaptive lea
constants. It was observed that the high-level classification and the low-level classificatio
diphthongs work quite; but the low-level classification performance in case of vowels
consonants is not very good. This highlights the confusability of vowels (by virtue of multiple
overlapping pronunciations depending on context) and consonants respectively.
classifier
level

classifier
type

# neurons in
hidden layer

# train
iterations

context
length

classification error %

train data test data

high
phoneme
category

300

150 7

9.98 10.31

low

vowel 400 36.69 37.58

diphthong 400 12.40 13.08

consonant 800 63.94 64.11

overall generation of pronunciations for above system 71.86 73.18

Table 4: Results for the bilevel classifier neural network on the four-letter subset of the surname database
# hidden
layers

# neurons per
hidden layer

# training
iterations

context
length

no_correct pron. generation %

training data test data

1

300 500

5

28.25 66.91

500 100 22.24 76.72

1000

50

33.15 79.41

2000 28.88 75.00

4000 29.56 74.51

8000 30.86 75.25

2
300
150

35.72 79.16

2
500
300

34.81 78.85

Table 5: Results of the evaluation tests on (non-stochastic) multilayered perceptrons using the 4-letter
surnames database.
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Multilayered perceptrons

Given the time constraints involved with training and evaluating a multilayered stoch
network on the real pronunciations data, we were motivated to evaluate a non-stochastic v
of the system — an MLP — which would train faster. This system is essentially one-best i.e.
only one output possible for any given input. The training algorithm was modified to run m
efficiently, by encoding the activation of neurons in terms of various energy intervals
performing the weight updates on a word-to-word basis rather than a letter-by-letter basis.
the threshold term for each neuron was added separately as opposed to being included im
as part of the other weights. We conducted a number of evaluations with this system, the res
which are summarized in Table 5.

Learning vector quantizer

An elementary implementation of the LVQ was evaluated using the four-letter dataset
discouraging results as the network error function diverged during training. The situation is
investigated further for more practicable implementations of the LVQ algorithm.

6.2. Decision Tree System

A similar series of experiments was run on the decision tree system. To test the applicability
approach to classify clusters of letter strings, initial evaluations were run on alphabet s
classification, on the data described earlier in Section 6.1. Encouraged by these resu
described in Table 6), we constructed a decision tree to implement the bilevel classifier des
in Section 6.1. The performance of this system on the four-letter surnames data is summar
Table 7. As can be seen, the decision tree system is excellent in memorizing the statistics
input data. However, it lacks the ability to generalize this statistical knowledge to previo
unseen situations, and therefore performs rather poorly on the test data subset.

Finally, a complete evaluation on the full data set was carried out using different length co
windows. A similar phenomenon was observed in this case as well — the performance o
decision tree was close to perfect on the training data, but dropped by orders of magnitude
extended to the test data. Moreover, the performance degraded consistently with incr
context length. This is expected in light of the failure of the tree to generalize, as with a la
context length
decision tree

pruning strategy

% classification error

training data test data

3

none

0.00 0.00

5 0.00 1.00

7 0.00 3.00

Table 6: Alphabet string classification results using an elementary decision tree classifier trained on 200
alphabet strings and tested on 100 strings.
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context length the number of possible letter combinations increases exponentially and refle
an increasing proportion of letter n-tuples not represented by the training set that can appea
test set. The results of this evaluation for 5-best and 10-best generation of pronunciatio
tabulated in Table 8.

6.3. A Comparison of the Two Approaches

As can be observed from the results described in Section 6.1 and Section 6.2, it can be con
that while the neural networks generate accurate pronunciations better on small data set
performance fails to scale up as much when the network is applied to train and test on the fu
set. However, the performance of the system is consistent on unseen data, due to the ability
network to generalize. On the other hand, the decision tree system performs comparatively
on the full data; but the pronunciation generation accuracy suffers considerably when the de
tree system encounters previously unseen names.

The two approaches also contrast in their training requirements. On the same data set, d
classifier
level

classifier
type

pruning
strategy

context
length

classification error %

training data test data

high
phoneme
category

none 7

6.45 8.39

low

vowel 20.19 59.19

diphthong 3.48 39.91

consonant 2.58 49.18

overall generation of pronunciations for above system 16.30 63.92

Table 7:  Performance of the bilevel classifier decision tree on the four-letter surnames database
context length pruning strategy
n-best

pronunciations

pronunciation generation error %

training data test data

3

none

5

34.78 47.13

5 10.23 66.29

7 8.17 87.25

3

10

31.26 42.53

5 4.31 61.37

7 2.83 83.11

Table 8:  Performance of the decision tree system on the full data set
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trees train very fast and with no significant cost of computations. They also require very
memory resources for storing the node-wise splits and probabilities. Neural networks, o
other hand, need a large amount of computationally intensive training, but have very little by
of memory requirements.

A comparative performance evaluation of various rule-based systems is provided in [47].
we do not have access to the training and test data used for this benchmark, it is difficult for
compare our system performance against this benchmark. However, by selecting test dat
our dictionary in an analogous manner, we attempted to emulate the test conditions and con
an evaluation (see Table 9). Even though a valid comparison is not possible, we estima
system performance to be comparable to many of the rule-based systems. The decision-tre
system, especially has the potential to do a lot better with more sophisticated architectur
training (splitting, pruning and smoothing) algorithms.

7. CONCLUSIONS

We have implemented a number of modifications in the Boltzmann machine-based stoc
neural network system developed to automatically generate n-best pronunciations of p
nouns. We have also explored alternate approaches to tackle this problem, most notable
them being a statistical decision tree system. Both systems require only the text-based spe
the proper noun as input to generate a list of likely pronunciations.

While the performance of the system has shown significant improvements compared
predecessor, the pronunciation error rate on large test data sets still leaves a lot to be d
Issues such as selection of the neural network parameters (number of hidden layers, num
neurons in each of them, training schedule — start temperature and cooling rate) a
unresolved. Similarly, designing more appropriate splitting questions for the implementatio
the decision tree, and application of a suitable pruning strategy to avoid overspecification o
are issues that demand further research. These are complex problems that depe
system description % error

Orator dictionary lookup, language identification, rules 93.00

DECvoice dictionary lookup, language identification, rules 93.00

TTS progressively coarse dictionary lookup 89.00

Anapron rules and case-based transcription 86.00

NETtalk — block NETtalk with block-decoding post-processor 78.00

NETtalk — legal NETtalk — a connectionist network 67.00

Neural network multilayered feedforward network 74.00

Decision tree twoing criteria for node-splitting 82.00

Table 9: Comparative performance of various name-pronunciation systems on a 400 surname test set
(courtesy [47]) compared to performance of our systems on a similar test set of 400 names.
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application-specific quantities such as the amount of training data, the size of the context us
the stopping criteria used in training.

While the system implementation is a matter that deserves further research, the pronun
dictionary is a valuable accomplishment of this project. The dictionary, currently consistin
18494 surnames and 25648 pronunciations, is the only resource of its kind providing mu
possible pronunciations for various proper nouns. We also intend to augment this databas
more names in the future. We expect the pronunciation dictionary to be a useful resource
entire speech research community in this regard.

The publications generated during the course of this project, the pronunciation dictionary, a
as all the software developed in the course of this project is available in the public doma
http://www.isip.msstate.edu/resources/technology/projects/1997/nbest_pronunciations/.

8. FUTURE RESEARCH DIRECTIONS

Both the approaches discussed in this report, viz. neural networks and decision trees, have
characteristics that display their potential for solving the problem of automatic pronuncia
modeling of proper nouns. However, there are certain obvious shortcomings that need
overcome to achieve this goal. We envisage our future research efforts to be directed towa
development of more powerful systems that employ these techniques.

We intend to apply more powerful training paradigms and examine newer topologies fo
stochastic neural network system. An efficient implementation of a probabilistic learning v
quantizer with discriminant training will be such a topology to be implemented. The decision
implementation will be enhanced with more discriminating questions and splitting strategie
well as prudent usage of pruning techniques.
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APPENDIX A. TRAINING THE NEURAL NETWORK SYSTEM

We describe here the backpropagation-with-simulated-annealing algorithm used for trainin
stochastic neural network system with multiple hidden layers described in Section . We pr
the derivation for the simple case of one set of weights connecting two layers. The extens
multiple sets of connecting weights (more layers) is trivial.

Beneath the simulated annealing and error backpropagation the primary weight-upd
algorithm is essentially a gradient descent method, where it tries to minimize the asymm
divergence (an information-theoretic measure of the distance between two proba
distributions) between the network energy distributions generated by the reference pronun
and the hypothesis phoneme string.

A.1. Derivation of The Weight-Update Rules

Let be the set of weights connecting units in the two layers, such that represents the

set of output bits of one layer (say the input layer) and those of the other (output layer). Let

be a global state of this Boltzmann machine neural network corresponding to the case where
the outputs represent the hypothesis pronunciation i.e. are set according to the input bits and not
clamped externally; and the network is in thermal equilibrium. When the output bits are clamped to

their desired values, let the state of the network at thermal equilibrium be represented by . If

indicates the probability of the system being in the equilibrium state , then the asymmetric

divergence between the distributions at the hypothesis state and the desired or ideal state
is defined as

(A.1)

Assuming that the threshold values at each unit are included in the summation, the total global

energy of this system in state  is

(A.2)

Therefore differentiating  with respect to a connection weight  we get

(A.3)

The probability that the system under thermal equilibrium conditions ends up in the global state
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is given by the following equation —

(A.4)

where is any global state of the network. Differentiating Equation (A.4) and substituting
Equation (A.3) we get

(A.5)

which simplifies to

(A.6)

We use this relation to compute the gradient of the error function. Taking derivative of Equation
(A.1) we get

(A.7)

Using Equation (A.6) we get

(A.8)

Noting the facts that the sum of probability values over the entire domain is 1 and that the input bits
are the same in both the reference and hypothesis cases —
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(A.9)

If we term the error in the output bit as , then on further simplification of Equation

(A.8) we get the relationship between the gradient of the error function and the bit error.

(A.10)

Thus to minimize it is sufficient to change each weight by an amount proportional to the
difference between the expected output and the desired output.

(A.11)

Here is a scaling factor that determines the size of each weight change, and in the context of
neural network training is called the learning rate.

There are a number of possible modifications to the algorithm derived above that affect the
learning in terms of speed of convergence. By keeping the scaling factor fairly small we can

minimize the noise in incrementing the weights, but a very small value of also results in a slow
learning rate. This can be partly compensated for by adding some momentum to the training. This
involves providing some feedback to the weight updates based on the updates for the previous

input-output case. The feedback factor is called the momentum coefficient, and can be varied to
control the direction of learning to some extent. Now the weight update equation takes the form

(A.12)

which is used in training the pronunciation generating system.
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A.2. Training Algorithm for Stochastic Multilayered Neural Network

Given: A set of input spellings along with the corresponding phonetic transcriptions.

To compute: The set of weights for a stochastically activated network with K multiple layers that
maps the inputs onto the corresponding outputs.

Algorithm:

1. As there are layers in the network, layer 1 corresponds to the one clamped with the inputs

and layer corresponds to the neuron layers that constitute the system output. Let be the

number of neurons in the layer. Also, let be the number of bits that are input the first layer

of neurons. These bits are the accumulation of the bit-strings corresponding to all the symbols

loaded in the input buffer, and hence is fixed once the context size is decided. Let the input

bits be denoted by , the activation levels of the neurons in the hidden layer be denoted as

and the output bits of the (output) layer be . We indicate the weight connecting the

neuron in the layer to the neuron in the layer by . is the index of the

number of training loops. is the temperature in the iteration through the training data.

Let be the learning rate and be the feedback coefficient or the momentum term used to
update the connection weights. The learning rate is a fixed constant that characterizes the
impact of the output error of a neuron on the weights connected to it. The momentum
determines how much the previous training affects the weight update.

2. For , initialize the weights to random values between -0.1 and 0.1. Set the initial values of

the momentum and the temperature . The initial temperature is a

parameter specified by the user.

For

3. For an input vector , the probability of getting a high output for a hidden layer neuron

clamped to it is calculated in terms of its energy gap. The outputs are set to a high or low value
using a random number generator that follows this distribution.

(A.13)

4. The output of the units in the first hidden layer is propagated through the network to compute the

outputs of neurons in the subsequent layers. Thus for all  —

(A.14)

5. Finally, the output bits of the outermost layer are computed.
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(A.15)

6. The output bit-string is compared to the bit-string that corresponds to the expected or

target output phoneme. The error in the system output is computed based on the actual output

and the target output. Since this error corresponds to the outermost layer, the error for the

neuron in this layer is denoted as .

(A.16)

7. The error in the output of a neuron in an earlier layer is computed. The error at the layer is

calculated by backpropagating the error in the layer and is denoted by . For all

 —

(A.17)

8. The weights are updated using these error values with some feedback from the updates in the
previous training pass (see Appendix A for derivation). This feedback is controlled using the

learning rate and the momentum or feedback coefficient . For all —

(A.18)

9. Steps 3 through 8 are repeated for the next input token. This is continued till all input tokens are
exhausted. A complete training pass through all the input tokens is called an iteration or an
epoch.

10. The momentum and temperature parameters are updated for the next iteration through the
training data. The momentum term is slowly increased to be small in the beginning and to
approach unity as the network runs through more epochs. The temperature is gradually
decreased i.e. the system is allowed to cool down as per the simulated annealing paradigm. A
most common cooling schedule for such networks follows an exponential function. The cooling

exponent  is specified by the user to customize the training schedule.

(A.19)

11. The network continues to make passes of the training data till the cumulative mean squared
error in the output values drops below a suitable threshold. At this juncture the system is said to
have achieved convergence . The training may be stopped according to several other criteria as
well. These may include stopping the training once some minimum value of the system
temperature is reached, or when the largest increment in any of the connection weights is
smaller than a threshold value etc.
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APPENDIX B. ALPHABET AND PHONEME SETS

The pronunciations generation system is designed to accept a total of 30 characters as
These consist of the 26 letters of the English alphabet, as well as some special characters
white space, apostrophe, hyphen and period. Both uppercase and lowercase alphabet sym
accepted and treated in an identical fashion i.e. map to the same bit-strings in the input bu

The output of the pronunciations generating system for each input set is one of 46 diff
phonemes. The phonemes are transcribed in the Worldbet symbol set. Each phoneme is e
by a bit-string that corresponds to the output bits of the outermost layer of the network.

The following tables summarize the symbols along with their bit-string equivalents. A typ
word example is also given with the phoneme set to illustrate the pronunciation it represen

B.1. Input Alphabet Set

Character
symbol

Bit-string
Character

symbol
Bit-string

00000 l 01111

- 00001 m 10000

’ 00010 n 10001

. 00011 o 10010

a 00100 p 10011

b 00101 q 10100

c 00110 r 10101

d 00111 s 10110

e 01000 t 10111

f 01001 u 11000

g 01010 v 11001

h 01011 w 11010

i 01100 x 11011

j 01101 y 11100

k 01110 z 11101
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B.2. Output Phoneme Set

The letters that constitute the phoneme are indicated in italics.

Class Phoneme Example Class Phoneme Example

i: Beek b Bowles

I Still p Topkins

E Getty t Morton

@ Pastor d Hardy

A Hawk k Kellogg

^ Lund g Reagan

> Moll h Holmes

& Juda v Laver

U Moon D Feather

u Sumo T Thomas

oU Close s Jameson

ei Kane z Rose

aI Byron S Fisher

>i Poirot Z Ojha

aU Powder f Rafter

iU L iu m Lambert

j Yeats n Parton

w Walker N Ringer

l Mulder dZ Jackson

9r Travis tS Archer

3r Burton ks Maxwell

>r Porter &k McDonald

&r Banker Null _

V
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