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Problem Statement 

Overall Objectives 
With the ongoing rise of AI generated media, detecting such content has become a critical 
challenge to maintain digital authenticity and prevent fraud. DeepFakes are a form of AI 
generated content that typically mimics one’s facial features or voice to replace or alter a 
person’s identity [1]. DeepFakes pose a great risk to the spread of misinformation, our 
detection tool would work towards enhancing enterprise security against DeepFake attacks 
and can be leveraged within an educational scenario to enhance media literacy education [2]. 
This project aims to develop a web-based DeepFake detection tool, trained on a machine 
learning (ML) algorithm.  
Our tool currently processes all image file forms supported by the Python Image Library, 
recognizing faces using the Haar Cascade method, and determining the authenticity of the 
image using a random forest algorithm, producing a Real/Fake result with a probabilistic 
confidence score. Moving forward, our aim is further improving the accuracy and accessibility 
of our tool. Among the upgrades we aim to make, we will move our web tool to a publicly 
hosted server. The next critical upgrade is our algorithm; within this endeavor we aim to 
reduce overfitting our algorithm to the training data so our tool is generalizable to a wide 
variety of image conditions. To achieve this, we aim to implement a deep learning (DL) 
convolutional neural network (CNN). Additionally, we hope to improve the front-end design 
and user interface (UI) of the web tool and add additional functionalities, such as the support 
of audio and video content. 

Background & Historical Perspective  
DeepFake content can take multiple forms, such as images, audio, video. DeepFake images 
can take the form of either generated depictions of nonexistent people or manipulated 
photographs of real individuals. Modern generative AI (gen-AI) content can instantaneously 
create photorealistic content that is almost indistinguishable from authentic images, 
heightening the risk of misuse, deception, and reputational harm [3]. Social media has allowed 
for  the instant spread of generated content, amplifying its harmful effects, individuals are 
increasingly vulnerable to targeted DeepFake attacks which may result in psychological and 
financial distress. To mitigate these risks, a detection tool is required to accurately distinguish 
between genuine and manipulated content. 

DeepFakes emerged as photo editing tools have become widely accessible with the 
development of generative modeling during the 2010s. The term “DeepFake” was first coined 
on Reddit in 2017, as availability of open source editing software and large image datasets, 
enabled by the rise of social media, helped advance gen-AI technology [4]. 

The development of generative adversarial networks (GAN) made it possible to  create of 
photorealistic DeepFake images. GAN are a type of neural network based DL model that 
works by having two networks, the generator and discriminator, compete with one another in 
an iterative process for improved results. The generator network forges new data with the goal 
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of making it indistinguishable from real data in attempt to fool the discriminator network. The 
rapid evolution of GAN models oftentimes outpaces the development of new algorithms, 
outdating earlier generations of detection methods. Generated DeepFakes increasingly 
captures natural human attributes, such as small changes in lighting, texture, and facial 
expressions [5].  

Current detection models face a moving target as GAN generated images are continuously 
evolving to bypass detection, where each generation of forgeries may potentially nullify 
existing detection methods, requiring a continuous cycle detection retraining stay current with 
deepfake advances. This cycle is referred to as an “arms race” where detection and generation 
technology develop along one another, each motivating the other to improve [6].  

The United States National Security Agency, Federal Bureau of investigation and the Army 
Criminal Investigation Command have publicly addressed the threat posed by the emergence 
of Gen-AI content, stating that “The tools and techniques for manipulating authentic 
multimedia are not new, but the ease and scale with which cyber actors are using these 
techniques are. This creates a new set of challenges to national security” [7]. Several laws 
within the United States have been introduced to mediate the risk posed by DeepFakes, Act 35 
passed in Pennsylvania makes it a crime to create or distribute deepfakes for fraudulent 
purposes or to cause harm, this act was signed on July 7th, 2025, and will be made effective 
September 5th, 2025 [8].  As Gen-AI continues to improve the development of effective 
detection tools, it remains a critical research area. These initiatives demonstrate the need for 
accurate and reliable DeepFake detections method to mitigate the potential harm of Gen-AI 
content. 

Needs Statement 
This project highlights the need for the implementation of a reliable easy-to- access AI content 
detector to distinguish DeepFake content. This tool can mitigate the ongoing risk of fraudulent 
activity pertaining to identity theft, defamation, and psychological harm potentially caused by 
the spread of DeepFake content.    

Major Design and Implementation Challenges 

Dataset Selection & Management 
Our DeepFake Detector depends on a machine learning model; whose  accuracy is correlated 
to the quality and quantity of the training dataset [9]. The dataset we choose should contain 
a diverse selection of high-quality images, capturing variations in lighting, resolution, facial 
expression and demographics to ensure that the model generalizes well [10]. Although 
several datasets are available, many lack samples generated with the latest techniques, 
limiting the generalizability and accuracy of our model [11]. Table 1 in the Appendix presents 
the DeepFake datasets considered, sourced from a variety of companies and initiatives.  

Gen-AI content increasingly mimics natural attributes, such as subtle variations in lighting, 
texture and facial expressions, which is rapidly outpacing the development of new 
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algorithms, outdating earlier generations of detection methods. As the quality of GAN-
generated content improves, an artifact based detection approach becomes less effective. This 
increases the need for a diverse and comprehensive dataset to reliably distinguish between 
real and fake content [10]. Data diversity and recency poses a design constraint for our 
detection method.  

Machine Learning Training  
The risk of overfitting poses another design constraint, which occurs when a model learns the 
training data too closely, leading it to capture noise and specific patterns, hindering its ability 
to perform onto new, unseen data. This is caused by diversity and bias found within the data 
which prevents the model to reliably perform on real-world inputs.  

Deep learning (DL) relies on multi-layered neural networks to discover patterns from large 
datasets. A Convolutional Neural Network (CNN) is a form of DL algorithm that works with 
grid-like data and learns the spatial hierarchies of features [12]. Although CNNs are an 
effective in processing images, this method lacks interpretability, making it difficult to 
understand which patterns and cues the model uses to distinguish real from fake images. This 
poses a barrier of trust and accountability and hindering potential improvements and 
parameter tuning.  

Website Development 
A priority for the website development is to allow users to easily upload images and interact 
with the UI. The result of the detection should be clearly displayed to encourage user 
confidence within our tool, this can be accomplished through visual cues or confidence scores, 
allowing users to understand the model’s decision [13]. The website should be accessible and 
well-designed to provide a straightforward and intuitive experience with uploading and 
interpreting results. 

The site should support real-time processing, as the CNN detection models are 
computationally intensive and time consuming, the tool should deliver fast results to ensure a 
seamless demonstration and improve the user’s experience [14]. The interface should be easy 
to use and intuitive, allowing the user to seamlessly engage with the site’s tools. 

Implications of Project Success 

This project aims to develop an algorithm that accurately differentiates between real 
and generated images. The final result would be a functional web application where 
users can upload an image and instantly determine its authenticity.  
The broader implications of success extend to several United Nations Sustainable 
Development Goals (SDGs): 

SDG 3: Good Health and Well-Being – By limiting the spread of harmful and 
exploitative deepfake content, individuals are better protected from psychological 
distress, harassment, and identity misuse. For instance, 67% of victims of image-
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based sexual abuse experience negative mental health effects, including anxiety and 
long-lasting distress [15].  
SDG 4: Quality Education – The tool would reduce misinformation and promote 
digital literacy, helping learners and educators access trustworthy information in 
an increasingly digital world. 
SDG 9: Industry, Innovation, and Infrastructure – Developing an advanced AI 
system contributes to technological innovation and strengthens the security of 
digital infrastructures. 
SDG 10: Reduced Inequalities – Vulnerable groups, including women and 
minorities, are disproportionately affected by deepfakes. Women make up 96% of 
all deepfake pornography victims, and in some regions, as many as 40% of women 
have experienced online harassment. These statistics show that this project can help 
safeguard vulnerable groups and reduce digital exploitation and abuse [15]. 
SDG 12: Responsible Consumption and Production – Encourages ethical use and 
creation of media by making manipulations easier to identify and discouraging 
irresponsible content production. 
SDG 16: Peace, Justice, and Strong Institutions – By preventing deepfakes from 
undermining trust in institutions, media, and democratic processes, the project 
reinforces accountability, justice, and societal trust. Research has shown that 
exposure to deepfakes significantly increases distrust in government and erodes 
public confidence in democratic systems and the rule of law [16]. 

The success of this project would not only demonstrate the power of machine learning 
in addressing modern digital challenges but also contribute meaningfully to the global 
goals of ensuring well-being, reducing inequality, promoting innovation, and 
protecting the integrity of information. 
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Requirements and Constraints 
Our solution consists of a DeepFake Detection model, and a demonstration interface that is 
deployed on the ISIP Cluster and is publicly available. The requirements and constraints criteria 
include algorithmic performance, which is a measure of our detection model’s ability to reliably 
detect the generated content. Demonstration usability, which determines the quality of our 
demonstration website, ensuring its accessibility to all users. Another criteria is the efficiency of 
our solution, measuring the time and computational resources required to reliably classify the 
DeepFake. Code maintainability is used to make sure that our code complies with the ISIP 
standards and is usable in the future. The final criteria is about the ethics and safety of our 
training and deployment process, ensuring that the results provided by the detection model are 
explainable, and adheres to privacy restrictions. Table 1 references the requirements and 
constraints.  

Table 1: Requirements & Constrains 

  Criteria 
Requirement 
/Constraint 

Unit 
Goal  

Value 
Negotiable 

/Non-Negotiable 
Standard 

Performance  

Accuracy requirement  % 95% Negotiable  N/A 
Precision  requirement  % 90% Negotiable  N/A 

Recall  requirement  % 85% Negotiable  N/A 
F1 Score  requirement  % 85% Negotiable  N/A 

Efficiency 

Algorithm Process time  requirement  ms/pixel 1500 Negotiable N/A 
Website boot time  requirement Seconds 5 Negotiable N/A  
Resource Usage constraint gb  <128 Non-negotiable ISIP  

Dataset Generalizability requirement % 60% Negotiable  N/A 

Code  
Maintainability  

ISIP Guideline 
compliance  

constraint Pass/Fail Pass Non-negotiable  ISIP 

Documentation  requirement Pass/Fail Pass Non-negotiable 
 ISO 

12207 

Usability 

Interpretability  requirement Pass/Fail Pass Negotiable WACG  

Accessibility  requirement Pass/Fail Pass Negotiable WACG  

User Interface  requirement Pass/Fail Pass Negotiable  WACG 

Ethics  
&  

Security 

Algorithmic 
Transparency  

constraint Pass/Fail Pass Non-negotiable 

IEEE 
7003-
2024 

standard  

Website Security requirement Pass/Fail Pass Non-negotiable ISO 
27001 

Algorithmic Performance Criteria 

Accuracy 
The accuracy of an AI model measures the correctness, calculated by the percentage of 
correctly classified instances in relation to the number of total classifications. A model 
developed by VGG11 reports up to 94.46% accuracy on a gen-AI detection model [17]. Based 
on these results, our detection model is required to reach at least 95% in performance 
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accuracy, this would prove the feasibility the implementation of a DeepFake detection 
method [17]. Our previously conducted surveys have resulted in at 60%. We will consider 
this value as negotiable due to the restricted computational time and resources required for 
algorithmic training. 

Table 2: Confusion Matrix 

Actual/Predicted Predicted Real Predicted Generated 

Actual Real 
True Negative (TN) 

Correctly classified real 
images 

False Positive (FP) 
Real images wrongly 

classified as fake 

Actual Generated 
False Negative (FN) 

False images wrongly 
classified as Real 

True Positive (TP) 
Correctly classified generated 

images 

Precision 

Precision is the proportion of all the model’s positive classification to those that are actually 
positive. Within this project, this metric would measure the fraction of images that are 
correctly classified as fake to all images classified as fake. A perfect model would have no 
false positive classifications and result in a precision score of 1.0. Within the scope of this 
project, we aim for a score of 90% and consider this value as negotiable as it is correlated to 
our model’s accuracy [18].  

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
 

Recall 

Recall measures how often a model correctly classifies positive instances in comparison to all 
true positives. In this project, this metric measures images classified as fake to all fake images. 
A perfect model would have a recall of 1.0 meaning all fake images are classified correctly. 
Based off comparative models, we should be able to achieve a negotiable recall value of 85% 
[18]. 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
 

F1 Score 

The F1 score is the harmonic mean of precision and recall. It is especially important when 
working with imbalanced datasets, where one a class (e.g. real or fake) contains significantly 
more data than the other. For our model, a target of at least 85% is required. The F-1 score is 
calculated from precision and recall. Table 2 presents a confusion matrix, illustrating the 
categories for our model performance [18].   

𝐹𝐹1 = 2 ×
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 × 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
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Solution Efficiency 

Algorithm Process Time 
An algorithm with a short execution time would improve its usability and would allow for 
its integration into software or web services that utilizes real-time user interaction. Achieving 
a runtime under 1500 ms per 1000×1000 pixels ensures that our model remains competitive 
in the rapidly evolving field of DeepFake detection, while also leaving room to increase 
computational complexity. Faster execution additionally allows for a greater number of tests 
to be conducted, accelerating model refinement and improvement during training. This 
metric is negotiable [19].   

Website Boot Time 
Considering that the website speeds is dependent on the internet connection, and we have 
limited control of our server, a requirement for our demonstration is a short website boot 
time. This website should load within 5 seconds. As this website serves as a feasibility test, it 
must support real-time demonstration.  

Resource Usage 
The demonstration application will be available on the ISIP website, and will operate within 
the constraints of the Neuronix Cluster resources. This application is allocated a limitation 
128GB and the processing capacity of the cluster [20]. For the purposes of this project, a single 
node of CPU should be sufficient for the machine learning system.  

Dataset Generalizability (Scalability) 
Scalability within this project refers to how a model handles larger, more diverse data sets 
[21]. Scalability makes sure that the model developed can perform well, keeping up with the 
increasing scale of the datasets. For our project, scalability isn’t as critical of a concern. Since 
we are mainly focused on proving the feasibility of developing this type of machine learning 
powered system, we are not as focused on preparing a system for ultra-large datasets. What 
is important is that our system can still perform on unseen data and data that is significantly 
different from the training data. This is what the negotiable requirement under this criterion 
deals with.  

We have one negotiable requirement under this criterion and that is dataset generalizability 
on unseen data. With this project, we are trying to prove that developing a system of this 
nature is feasible. To do that, the system we are currently developing needs to be able to 
perform on unseen data.  
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Demonstration Usability  

Interpretability 
Once the classification results are provided, the user must be able to interpret the results and 
the algorithm that was utilized. To achieve this, our interface will display a clear textual result 
(“real” or “fake”) for each prediction, with corresponding color allocations to reinforce 
understanding. To further enhance transparency, a confidence meter will indicate how 
certain the model is about its decision, based on the internal probability or certainty score for 
the provided data. These interpretability features help ensure that users can not only see 
outcomes, but also understand the reasoning behind them, by improving and facilitating 
informed responses [22]. 

Accessibility 
Accessibility is a negotiable requirement to ensure inclusive use of the system for all users, 
regardless of disability or device limitations. To meet this requirement, the web application 
must be compatible with screen readers and support full keyboard navigation for individuals 
with visual impairments. High-contrast display modes and alternative text descriptions for 
all non-text content will be implemented to comply with accessibility standards. Wherever 
possible, the design will follow the Web Content Accessibility Guidelines (WACG) [23], 
which provide internationally recognized criteria for making web technology more inclusive. 
Incorporating these practices not only ensures legal and ethical compliance but also improves 
the overall usability of the platform. 

User Interface 
By using a responsive design framework, the user interface must be able to adjust to a variety 
of screen sizes and devices, including desktops, tablets, and smartphones. Relying on legible 
typography and an easy-to-understand structure, the layout will minimize visual clutter 
while maintaining a polished yet straightforward appearance. Classification results will be 
displayed using consistent color coding, making sure that the color selections follow 
accessibility standards for contrast. The WCAG provides design principals, stating that the 
website’s content must be perceivable, and the interface components be operable, with the 
website’s usage instructions be understandable, and the website content can be robust 
enough to be widely interpreted. The principles of perceivability, operability, 
understandability and robustness are defined as POUR [24]. These principles support the 
professionalism, responsiveness, and clarity of our demonstration, ensuring its ease of use 
and accessibility for all users.  

Code Maintainability 

ISIP Guideline Compliance  
Our first constraint is compliance with the ISIP standards. This non-negotiable constraint will 
cover the coding standards that we will follow. We chose to use the ISIP standards because 
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the software we are producing will reside in the ISIP environment. Additionally, our web 
tool will be hosted on ISIP’s web server. Our non-negotiable requirement is documentation, 
this includes a user guide, in-line comments in our code, and a project overview page. This 
documentation will facilitate upgrades and edits we make throughout this semester and will 
aid future developers who need to understand and/or upgrade our software [20]. 

Documentation 
Code maintainability refers to how easily code can be modified and updated over time [25]. 
More specifically, maintainable code makes it easier and more efficient for current and future 
developers to fix bugs, add features, and update the code to keep up with modern 
technology. Writing and organizing code that is maintainable is crucial to the longevity of 
the codebase, especially with how rapidly software is evolving nowadays. The ISO 12207 
standard defines the software lifecycle process, providing a structured framework to 
systematically develop software [26]. For this project, writing clean, maintainable code is 
important for both our current and future progress. As we write our code, making it 
maintainable will ensure that we can easily make updates as we progress through the 
semester. Furthermore, this will allow any future students to easily understand how our code 
works in case they decide to further our project or are simply learning from our work. There 
are many strategies for writing maintainable code, including following coding standards, 
writing meaningful comments, using descriptive naming conventions, and maintaining up-
to-date documentation [25]. Our requirement and constraint under this criterion reflect some 
of these strategies. 

Ethics & Security Criteria 

Algorithmic Transparency 
Algorithmic transparency is a non-negotiable constraint of our system to ensure that the 
processes behind classification remain interpretable and accountable. CNNs and other deep 
learning models are considered to be "black-box" systems,  making it hard for stakeholders 
and users to comprehend the reasoning behind a particular decision [27]. To make it clear 
which patterns affect classification results, our proposed solution prioritizes explainability, 
such as feature visualization and additional interpretability methods, to clarify which 
patterns influence classification outcomes. By prioritizing explainability alongside accuracy, 
we ensure ethical alignment with the broader AI community’s emphasis on fairness, 
accountability, and transparency [27]. This requirement reduces the risk of misuse, builds 
user trust, and provides auditors the ability to assess whether the system behaves as 
intended. 
When developing our algorithm, we need to be aware of unintended bias, where a model 
may mistakenly classify against a group of individuals based on characteristics such as race 
or gender. This stems from the underrepresentation of a group within the training dataset, 
when unmonitored, these biases could result in systematic discrimination. The IEEE 7003-
2024 standard provides a framework to address these risks [28]. This standard calls for the 
establishment of a bias profile, where all the considerations regarding bias are documented.  
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Website Security 
Website security is a non-negotiable requirement, evaluated as pass/fail. Since the trained 
detection model and user-submitted data are accessible through a web interface, secure 
handling of inputs and outputs is mandatory. Basic security measures such as input 
validation and HTTPS encryption must be implemented to protect sensitive interactions [29]. 
The ISO 27001 is referred to as the international standard for Information Security 
Management Systems, providing a framework for managing sensitive information securely. 
In addition, no user information or uploaded data will be retained by the system after 
classification is complete; all user input is immediately deleted to ensure privacy and prevent 
data misuse [30]. A breach would compromise both user privacy and model integrity, 
thereby disqualifying the system for deployment. Successful implementation of these 
standard security protocols and privacy protections upholds user trust in the platform. 

Ethical Dataset Development 
When handling our data, we need to maintain ethical dataset practices. This constraint 
determines where we source our datasets and images from. We are only sourcing images 
from databases that are open source and pull their images from sources like Google and 
Facebook which are licensed. ISO 27001 outlines the requirements for the proper 
classification, handling, and protection of information [31]. Following these guidelines 
ensures data is handled properly. Following these guidelines and only sourcing our data 
from the sources name earlier, we ensure that we aren’t collecting and using individual’s 
private data without their consent or knowledge [32].  
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Potential Solutions 
Machine learning models need large amounts of representative high-quality data. Our model 
required that we source thousands of real and DeepFake images. To fulfill our needs, we chose 
the OpenForensics dataset. This open-source dataset contains 45,473 real images and 70,325 fake 
images taken from Google’s Open Images Dataset. Each image is richly annotated, with 
segmentation masks describing outlines of faces in pixel values, and bounding boxes 
referencing rectangular areas around faces. This means that DeepFake pixels are known. This 
dataset is challenging due to sophisticated GAN models deployed onto high resolution images. 
Furthermore, most images contain multiple faces, with a mixture of real and fake faces. 

Our solution transformed this data for use with NEDC tools. Annotations were reformatted 
from large “json” files containing all annotations into numerous “csv” files. Each ‘”csv” file 
contained annotations for a single image. The annotations categorized each row as a separate 
face with columns specifying classification, bounding box, and segmentation mask data. The 
original dataset subdivided images into “test-challenge”, “test-dev”, “train”, and “val” 
directories. Our modifications further subdivided each category into directories containing 50 
images. Lastly, 288 images were removed from the dataset for lacking annotations [33]. 

Face Detection 
Face detection is a crucial preprocessing stage in the workflow of our proposed solutions. 
Precisely identifying and cropping faces guarantees that later models work on the regions of 
interest, specifically the individual faces, instead of entire images, which frequently have 
several faces or unrelated background material. This focused approach improves 
computational efficiency, enhances model accuracy, and minimizes false positives. In 
particular, the Random Forest method benefits from this step, as it requires well-aligned 
inputs and explicit feature vectors for optimal classification performance. Deep learning 
models such as CNNs and Xception can work with uncropped images, but dedicated face 
detection generally strengthens their robustness and consistency, especially in mixed, high-
resolution datasets. 

The Haar Cascade classifier was chosen for this preprocessing step. This technique leverages 
Haar-like features, simple edge and line patterns measured across windows of the image, 
and applies a boosting approach (AdaBoost) to combine these weak features into a strong 
classifier [34]. The cascade architecture allows for rapid rejection of non-face regions and 
efficient focusing of computation on probable faces. Despite advances in deep learning, the 
Haar Cascade remains a strong choice for real-world, high-resolution images due to its speed 
and effectiveness. 
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In our system, the Haar Cascade detector preprocesses each image and outputs annotations 
containing information about detected faces only. These face-focused annotations are then 
passed to the classification models, ensuring that the models operate exclusively on relevant 
facial data. 

Demonstration  
To demonstrate the feasibility of our DeepFake detector, a website will be developed. This 
application will be deployed for public use and hosted on the ISIP site. Within this 
demonstration, the face detection method will be utilized, in addition to all the machine 
learning models implemented.  

Solution 1: Random Forest 

Discrete Cosine Transform 
A Discrete Cosine Transform (DCT) is a mathematical transformation similar in concept to 
the more familiar Fourier transform. A DCT converts a series of data points into a sum of 
cosine functions, each with different frequencies [35]. While similar in concept to a Fourier 
transform, a DCT uses only real numbers. DCT has many uses, but it is widely used in image 
and video compression because of its efficiency in representing data [36]. For this solution, 
we are making use of the DCT to create our input data for the Random Forest Model. For this 
solution, we feed the RGB values of a given image through a DCT and store the resulting 
values (cosine coefficients).  Each color channel has its own feature vector, and these vectors 
are what we use as input for the Random Forest Model.  

We chose to use the DCT for this solution so that we could be efficient with our data. 
Originally, we were extracting the RGB values and storing them into csv files to use as input 
data. These files were very large and were slow to generate. Thus, with advice from our 
advisor, we decided to perform a DCT on those RGB values and store the first 100 coefficients 
instead. This approach allows us to represent the image’s qualities with only 100 values as 
opposed to three values per pixel in the image, which would be approximately 196,608 values 
for a 256x256 image. This is for one image, and our dataset partitions contain hundreds of 
images of varying sizes. Using the DCT allows us to more efficiently represent our data.   

Random Forest Model  
Our first classification model will utilize the extracted DCT values to train a Random Forest 
model. The random forest is a machine learning algorithm that classifies by combining the 
output of multiple decision trees. This is an ensemble learning method, which combines 
multiple models to achieve higher accuracy, rather than a single model. The main component 
of a Random Forest model are the decision trees, each tree is built by the splitting of data, 
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based on its structure, leading to the creation of the leaves. Each tree in the forest is trained 
on a random subset of training data, which is bootstrapped, meaning that some datapoints 
may appear within multiple trees learning data. Figure 1 visualizes the structure of a Random 
Forest algorithm [38].  

 

Figure 1: Random Forest Visualization 

When designing the Random Forest model, there are several hyperparameters that may be 
alternated to tune the model’s accuracy and generalization. The number of estimators, or 
number of trees within the forest. The maximum depth of each tree, the minimum number 
of samples needed to split a trees node, and the minimum number of samples required 
within a leaf node. These hyperparameters are summarized in Table 3 [39].  

Table 3: Random Forest Hyperparameter Considerations 

Hyperparameter 
Purpose Typical Test Values 

(Python Variable) 
N estimators Number of trees in a forest More trees, higher 

accuracy, increased computational power 50, 100, 200 
(n_esimators) 

Maximum depth Maximum depth of each tree, controlling 
model complexity and preventing overfitting 5, 10, 20, None 

(max_depth) 
Minimum Samples Split minimum number of samples required to split 

a node, more values result in simple trees 2, 5, 10, 
(min_samples_split) 

Minimum Samples Leaf Minimum numbers of samples needed for a 
leaf node to prevent overfitting 1, 2, 5, 10 

(min_samples_leaf) 
Maximum Features Number of features to consider when looking 

for best split 
'sqrt', 'log2', 0.2–1.0 fraction 

of total features (max_features) 
Bootstrap 

Using bootstrap samples True/False 
(bootstrap) 
Criterion 

Function to measure quality of split ‘gini', 'entropy' 
(criterion) 

Random State 
Seed for reproducibility Any value 

(random_state) 
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In addition to alternating the hyperparameters of the model, the DCT values may be 
alternated as well. As the upper left corner of the DCT quantifies low frequencies, while the 
lower right corner summarizes the high frequency values. High frequency values describe 
the sudden change between two textures, and low frequency is used to describe gradients. 
Certain portions of these values may be selected to train on, as shown in Figure 2. Code 1 
demonstrates how the Random Forest models is initiated, trained and evaluated [36]. 

 

 

 

 

 

 

 

 

Figure 2: DCT Visualization 

Solution 2: Convolutional Neural Network (CNN) 

Parallel Dataset 
This new parallel dataset is essentially the same as the dataset we used for Solution 1. We 
will be extracting the faces from the images in our original dataset and store them as their 
own image. We are making this modification to the dataset so that we can train the CNN on 
one image at a time in hopes that this will allow the model to learn more effectively.   

rf = RandomForestClassifier( # initialize random forest with hyperparameters 
    n_estimators=100,        # number of trees 
    max_depth=None,          # maximum depth of each tree 
    min_samples_split=2,     # minimum samples required to split a node 
    min_samples_leaf=1,      # minimum samples required at a leaf 
    max_features='auto',     # number of features considered for best split 
    bootstrap=True,          # use bootstrap samples when building trees 
    criterion='gini',        # function to measure quality of split  
    random_state=42)         # random seed for reproducibility 
rf.fit(X_train, y_train)     # train the model 
y_pred = rf.predict(X_test)  # predict on test set 

Code 1: Example CNN Implementation 
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CNN  
Convolutional Neural Networks is a type of deep learning model that processes grid like 
data, such as images and is commonly used within image classification. CNNs are made up 
of several layers including the convolutional, pooling and fully connected layers. The 
convolutional layers apply filters, also known as kernels, to the input image to allow the 
detection of various features, such as the edges, textures and patterns. These features would 
then be learned within the training process [40]. 

The pooling layers would reduce the spatial dimension of the image, helping retain the most 
important features, reducing computational complexity. The fully connected layers would 
take in the high level features that were extracted by the previous layers and use them to 
make a classification. When trained, these layers would learn the patterns differentiated 
between real and generated content. Figure 3 visualizes the layers of the CNN, and how they 
are utilized to classify an image.  

 

Figure 3: Layers of CNN 

As the CNN processes images, not matrix features of vectors, a parallel dataset of just the 
extracted faces would need to be utilized for training and evaluation. Once a CNN model is 
initiated, the convolutional layers would be added, the filter number and the size across the 
image would need to be defined, as well as the actuation model. These layers would be able 
to learn the low-level features such as the edges of the image. A pooling layer is then 
introduced which would reduce the spatial dimension of the data and the computational cost 
to process [41]. Table 4 provides a brief explanation of the purpose of each layer and their 
parameters. 

Table 4: CNN Layers 

Layer Description Parameters 
Input Layer Takes in image information Input size of image 

Convolutional 
Layer 

Feature Extraction using kernels (filters) Number of filters, Filter size (pixel x pixel), 
Stride, Padding 
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Activation Layer introduces non-linearity Activation function choice 

Pooling Layer Reduces spatial dimensions 
Pooling type (max, average, global), pool size 
(n×n), stride 

Fully Connected 
Layer Connects features to output classes Number of neurons, activation function 

Output Layer Produces final prediction Number of classes (2: Real/Fale), activation 
function 

 

The 2-dimentional features are then flattened into a 1-dimenstional vector and is passed to 
the fully connected layers. The output layer is made up of 2 neurons, where would represent 
0-real or 1-fake, initiated with an activation function, which would output a probability 
distribution for each class, allowing the model to classify the image [41]. Code 2 demonstrates 
an example of how a CNN and its layers are initiated.  

Once the model is implemented, it would be trained on the data, and the number of Epochs 
would be varied. Epochs are passthrough on the entire training data, where the model is able 
to learn and update its internal weights based on the error within tis predictions, allowing the 
model to gradually improve its accuracy. Table 5 provides a brief explanation of the 
parameters found in each layer and their purpose [40].  

Table 5: CNN Parameter Definition 

Layer Parameter Definition 
Convolutional 

Layer 
Stride Step size taken by the filter has it moves across the input image. 

Convolutional 
Layer Padding 

Adds extra pixels around the input of the image prior to convolution, 
helping control the size of output.  

Pooling 
 Layer 

Pooling Type Reduces the spatial size of the feature maps while keeping important 
information. 

Pooling  
Layer Pooling size Dimension of the pooling region. 

Fully connected 
Layer 

Activation 
function  

Adds nonlinearity and allows the network model to form complicated 
decision boundaries. 

Output Layer 
Activation 
Function  

Transforms probability calculations to classification. 

X_train=X_train/255 # normalizing the pixel values  
X_test=X_test/255   # normalizing the pixel values  
model=Sequential()  # defining model  
model.add(Conv2D(32,(3,3),activation='relu',input_shape=(28,28,1))) # adding 
convolution layer  
model.add(MaxPool2D(2,2)) # adding pooling layer  
model.add(Flatten())      # adding fully connected layer  
model.add(Dense(100,activation='relu'))  
model.add(Dense(10,activation='softmax')) # adding output layer  
model.compile(loss='sparse_categorical_crossentropy',optimizer='adam',metrics
=['accuracy']) # compiling the model 

Code 2: Example CNN Implementation 
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Solution 3: Xception Model 

Model 
Xception is a deep learning model used for image classification, and stands for Extreme 
Inception, proposed in 2017. While normal CNNs utilize convolutions to learn image 
patterns, Xception models look at the spatial patterns within each channel individually and 
combine the information within the color channels. This process is called depth wise 
separable convolution and makes the network more efficient due to the usage of less 
parameters and are oftentimes more accurate than traditional CNNs. Xception models have 
become a benchmark for DeepFake detection, due to their ability to detect subtle artifacts 
such as blending errors, color mismatches and or texture inconsistencies. This solution will 
utilize the same parallel dataset developed for Solution 2 for training, development and 
evaluation [42].  

The Xception model is made of three portions, an entry flow, a middle flow, and an exit flow. 
The entry flow is the first layer that processes the input image, to extract low-level features 
such as edges, colors and textures. The middle flow is considered the core of the network, 
where its purpose is to extract deeper and more abstract features. The exit flow is the final 
layer prior to classification, where the features are compressed. The exit flow considers all 
the features learned and provides a classification of real or fake. Between each convolutional 
layer and flow, a residual skip connection is included, this adds the original input to the 
layers output, preventing the degradation of information as its passed through the system 
[44]. Figure 4 demonstrates how the model layers are organized. Table 5 demonstrates the 
various parameters of the Xception model layers and which portions can be adjusted [43].  

 

Figure 4: Xception Model Flow 

Table 6: Parameters of Xception Model 

Layer Purpose Parameter 
Entry Flow Extracts low level features Filter size, Filters, Stride, Padding, Activation  

Middle Flow Learns higher level features Filter size, Filters, Stride, Padding, Activation  
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Exit Flow Produces classification results 
Filter size, Filters, Stride, Padding, Activation, Global 

Average Pooling, Dense Units 
 

Next Step 
We plan to begin our evaluation using the Random Forest model because prior research has 
demonstrated its effectiveness as a baseline for DeepFake detection, particularly when 
combined with handcrafted feature extraction methods such as Histogram of Oriented 
Gradients (HOG) and Local Binary Patterns (LBP) [45], [46]. Random Forest is also quick to 
train, computationally efficient, and relatively easy to interpret compared to deep learning 
models, making it an ideal first choice for establishing baseline performance. After validating 
the Random Forest results, we will transition to a Convolutional Neural Network (CNN), 
which is specifically designed for image analysis tasks and better suited to learning spatial 
and texture-based features directly from the data. Finally, we will evaluate the Xception 
model as our third approach due to its demonstrated state-of-the-art performance in 
DeepFake detection benchmarks [47]. Although our initial focus will be on Random Forest, 
as optimization continues, we will move on to develop and test the CNN and Xception 
models. Our long-term objective is to make all three models accessible for users to evaluate 
and contrast, offering a balance between computational demands, speed, and accuracy. 
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Appendix 
Table 7: DeepFake Datasets 

Name Real Photos Fake Photos Media Form 
DFFD 58,703 240,336 Images 

ForgeryNet 1,438,201 1,457,861 Images 

Generated Photos Not Available 10,000 Images 

CelebA  Not Available 202,599 Images 

FaceForensics Not Available 
500,000 frames 

containing faces from 
1004 videos 

Video Frames 

Celeb-DF 590 original 
videos 

5639 corresponding 
DeepFake videos 

Videos 

OpenForensics: Multi-
Face Forgery Detection 
And Segmentation In-

The-Wild Dataset 

45473 70325 Photos 

Deepfake Detection 
Challenge Dataset 

Not Available 100,000 videos Videos 

Flickr-Faces-HQ 70,000   Photos 
Deepfake Synthetic-20K 

Dataset 
Not Available 

20K synthetically 
generated face images 

Photos 

Individualized Deepfake 
Detection Dataset 

23k authentic 22k deepfake Photos 

UADFV  49 videos 49 videos Videos 
 

Abbreviations Used 
o Machine Learning (ML) 
o Deep Learning (DL) 
o General Adversarial Network (GAN) 
o Convolutional Neural Network (CNN) 
o User interface (UI)  

  

https://generated.photos/
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