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Abstract

Detecting the subtle brain lesions responsible for seizures in patients with so-called “MRI negative”
epilepsy is a major clinical challenge, leading to poorer surgical outcomes and necessitating
complex, often invasive, evaluations. This report presents a critical analysis of three pivotal
papers to trace the evolution of computational and imaging techniques developed to address
this problem. The analysis follows a three-act narrative, beginning with the definition of a
functional biomarker and an early computational solution by Hong and colleagues. It then
examines the development of MRF by Ma and colleagues, a revolutionary imaging method for
quantitative tissue mapping. The narrative culminates with the work of Ding and colleagues,
which synthesizes these threads by applying Al to quantitative imaging data, creating a powerful,
non-invasive tool to visualize these elusive lesions. This technological progression illustrates the
powerful synergy between targeted clinical need, foundational data acquisition technology, and
advanced computational analysis in solving intractable medical challenges.
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1 The Clinical Imperative: Localizing Epileptogenic Foci

Epilepsy is a prevalent and burdensome neurological disorder affecting millions of people worldwide.
A substantial portion of this population, estimated to be as high as one-third, develops Drug-Resistant
Epilepsy (DRE), a condition formally defined by the International League Against Epilepsy (ILAE)
as the failure of adequate trials of two tolerated, appropriately chosen, and properly used Anti-Seizure
Medication (ASM) schedules to achieve sustained seizure freedom [1]. A systematic review and meta-
analysis reported a pooled prevalence of DRE in clinic-based cohorts of 36.3% [2]. For individuals
with focal DRE, where seizures originate from a specific brain region, resective neurosurgery offers
the most effective path toward seizure control. Multiple meta-analyses have demonstrated that
surgery provides a significantly higher chance of seizure freedom compared to continued medical
management, with one review reporting seizure-free rates of 57.0% in the surgical group versus
15.3% in the medical treatment group [3].

The success of resective epilepsy surgery is, however, critically predicated on a single, indispensable
condition: the accurate presurgical localization and delineation of the Epileptogenic Zone (EZ),
the area of cortex indispensable for generating clinical seizures [3]. This requirement introduces a
formidable clinical challenge for a significant cohort of patients. An estimated 15% to 40% of patients
with focal DRE are classified as “MRI negative” or “non-lesional” [4]. This designation signifies that
a conventional radiological review of their structural MRI scans fails to identify a clear epileptogenic
lesion. The absence of a visible lesion is a primary negative prognostic indicator, associated with
less favorable surgical outcomes compared to MRI-positive cases [5]. This diagnostic impasse is
particularly vexing because the most common pathology underlying these cases is often a subtle
malformation of cortical development, most frequently FCD Type II, which is highly epileptogenic
but can be morphologically inconspicuous on standard imaging [6].

This situation creates a critical and urgent need for more advanced imaging and computational
analysis techniques capable of unmasking these occult lesions [7]. Furthermore, it is crucial to
recognize that the “MRInegative” label is not a static biological diagnosis but rather a technologically
relative one. It represents a moving target, defined by the limitations of a specific detection modality
at a given point in time. For instance, studies have repeatedly shown that patients initially diagnosed
as MRInegative can have lesions revealed through computational postprocessing of the original scans
[8], acquisition at higher magnetic field strengths such as 7 T [9], or the application of alternative
imaging modalities like Positron Emission Tomography (PET) or Magnetoencephalography (MEG)
[10]. The central clinical problem, therefore, is not merely the detection of lesions in a fixed patient
subpopulation, but a continuous technological and analytical pursuit to redefine the very threshold
of detectability. The history of progress in this domain is a story of the co-evolution of clinical
questions and the technological capabilities developed to answer them.

2 The Role of a Narrative: Charting a Path of Scientific Progress

The purpose of this report is to conduct a critical analysis of the scientific and technological
advancements that have addressed the challenge of localizing epileptogenic foci in MRInegative
epilepsy. This analysis is structured around a central thesis that progress in this field has followed a
distinct and cohesive narrative arc, characterized by the identification of a clinical problem, the
independent invention of a paradigm-shifting enabling technology, and the ultimate synthesis of
these threads into a modern, state-of-the-art solution. This report will trace this narrative through
a detailed examination of three pivotal publications that serve as exemplars for each stage of this
journey.
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The first stage, representing the foundational problem and an early solution, is exemplified by
the landmark study from Hong, S., et al. (2014) in Neurology. The authors demonstrated that
Machine Learning (ML) algorithms could be applied to conventional, qualitative structural MRI
data to automatically detect subtle FCD lesions in patients who had been previously classified as
MRInegative. This work provided a critical proof-of-concept that clinically relevant information
was indeed present, yet hidden, in standard clinical scans and could be extracted computationally
[6]. The second act involves a paradigm-shifting tool, MRF, introduced by Ma, D., et al. (2013) in
Nature. Published in a separate domain and driven by questions of physics and engineering, MRF is
a revolutionary, general-purpose imaging technique that fundamentally altered the nature of MRI
data acquisition by enabling rapid, simultaneous, and quantitative measurement of multiple intrinsic
tissue properties [11]. The narrative culminates in the third stage, a modern synthesis, with the
work of Ding, Y., et al. (2025) in Neurology. This line of research synthesizes the two preceding
threads by applying sophisticated DL models to the rich, quantitative imaging data made possible
by the MRF framework, providing a new state-of-the-art solution that demonstrates markedly
improved sensitivity for detecting previously invisible lesions [12].

This report will argue that the interplay between these three works provides an intellectual roadmap
for understanding scientific progress in this domain. The journey from Hong (Problem Definition)
through Ma (Tool Invention) to Ding (Synthesized Solution) is not merely a chronological sequence
but a logical and compelling story of how a clinical need drives the adoption and fusion of disparate
technological and computational innovations.

3 Report Outline

This report is structured to follow the narrative arc established above, providing a comprehensive
and critical examination of each component and its contribution to the overall story of scientific
progress. Section 4 will provide a detailed critique of the foundational work by Hong et al. (2014),
examining its methodology, impact, and inherent limitations, thereby establishing the baseline
against which future progress is measured. Section 5 will shift focus to the paradigm-shifting
technology of MRF, as introduced by Ma et al. (2013), and will analyze the fundamental principles
of MRF and articulate its potential as an enabling technology. Section 6 will then investigate the
state-of-the-art work represented by Ding et al. (2025), which constitutes a powerful synthesis of
the two preceding research threads. Finally, Section 7 will offer a global synthesis and discussion,
revisiting the narrative and reflecting on its broader implications for medical science, including
issues of clinical translation, regulatory approval, and the next wave of innovation in Explainable
Artificial Intelligence (XAI) and imaging genetics.

4 Act I: The Foundational Problem: A Critical Analysis of Hong et al.
(2014)

4.1 Research Objectives and Context

The 2014 Neurology paper by Hong, S., et al., “Automated detection of cortical dysplasia type
IT in MRInegative epilepsy,” emerged from a pressing clinical need and represented a significant
inflection point in the application of computational analysis to challenging neuroimaging problems
[6]. The study’s primary stated objective was to develop and validate a fully automated method
capable of detecting FCD Type II lesions in patients with drug-resistant extratemporal epilepsy
who were initially classified as “MRInegative” based on routine visual inspection of both 1.5 T and
3.0 T MRI scans. The authors sought to create a classifier that could identify these histologically
confirmed, yet radiologically occult, epileptogenic substrates with high sensitivity and specificity.
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To appreciate the significance of this objective, it is essential to understand the clinical and technical
landscape prior to 2014. FCD is a leading cause of pharmacoresistant epilepsy, and for these
patients, surgical resection of the dysplastic tissue offers the best, and often only, chance for seizure
freedom. The success of such surgery is, however, critically dependent on the accurate localization
of the lesion. A substantial cohort of patients, however, fell into the diagnostically challenging
category of “MRInegative” epilepsy. In these cases, even meticulous review of high-field-strength
structural MRI by expert neuroradiologists failed to reveal a definitive lesion. This diagnostic
impasse was a formidable barrier to surgical treatment. It often forced clinicians to proceed with
high-risk, expensive, and invasive diagnostic procedures, such as Stereoelectroencephalography
(SEEG), without a clear anatomical target. As the authors note in their discussion, this “blind”
approach could lead to sampling errors in up to 40% of cases, where the electrodes miss the true
EZ, resulting in failed localization and poor surgical outcomes.

Prior to this study, quantitative methods did exist to aid in FCD detection. Techniques like
Voxel-Based Morphometry (VBM) and texture analysis were developed to create statistical maps
highlighting features associated with FCD, such as cortical thickening or altered tissue intensity.
However, these early-generation tools had a fundamental limitation: they were primarily aids for
computer-assisted visualization, not automated detection. They produced a series of parametric
maps that still required an expert to visually interpret them, a process the authors correctly identify
as being highly dependent on the “reader’s familiarity with the algorithm.” Furthermore, these
methods were largely validated on patients whose lesions were already visible on conventional MRI,
leaving their utility in the truly “MRInegative” population uncertain.

The approach taken by Hong et al. was novel and important for two principal reasons. First, it
directly confronted the most difficult clinical problem: the MRI negative cohort. Second, it sought to
shift the paradigm from computer-aided visualization to fully automated, computer-aided detection.
This represented a crucial evolution from creating maps for human interpretation to building a
model that could render an objective, probabilistic judgment about the presence and location of a
lesion. The decision to employ a surface-based framework, rather than a purely voxel-based one, was
also a key methodological choice, designed to more accurately model the sulco-gyral morphology of
the cortex and quantify features like cortical thickness and sulcal depth, which are often distorted
in FCD.

4.2 Methodological Approach

The experimental design detailed by Hong et al. is characterized by its careful patient selection,
innovative feature engineering, and a pragmatic ML pipeline tailored to the specific challenges of
detecting subtle neuropathology.

The study’s primary analysis was conducted on a cohort scanned at 3.0 T. This included 19 patients
with drug-resistant extratemporal epilepsy who were initially diagnosed as MRInegative. The
“ground truth” location of the FCD lesion for these patients was not established from routine
MRI, but rather through a subsequent expert review of advanced quantitative texture maps, a
specialized technique in itself. This detail is crucial, as it defines the study’s target: lesions that are
discoverable only through postprocessing. Of these 19 patients, 15 ultimately underwent surgery,
providing definitive histopathological confirmation of FCD Type II (seven with type Ila, eight with
type IIb). To robustly assess the classifier’s specificity, the authors included two distinct control
groups: a cohort of 24 healthy individuals and, critically, a disease control group of 11 patients
with an unrelated form of epilepsy (Temporal Lobe Epilepsy (TLE) with hippocampal sclerosis)
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who were seizure-free after surgery. This second group ensured the classifier was learning features
specific to FCD and not simply detecting any form of brain abnormality. To evaluate the method’s
generalizability across different scanners and field strengths, an independent validation cohort was
assembled. This group, scanned at 1.5 T, consisted of 14 patients with histologically confirmed,
MRInegative FCD and 20 matched healthy controls.

The core input for the analysis was high-resolution (1-mm isotropic voxels) T1-weighted 3D structural
MRI scans. These images underwent a standard preprocessing pipeline, including correction
for intensity non-uniformity, linear registration to a common stereotaxic space, and automated
segmentation into Gray Matter (GM), White Matter (WM), and Cerebrospinal Fluid (CSF).

The methodological heart of the paper lies in its feature engineering. Instead of feeding raw voxel
intensities to a classifier, the authors extracted a set of five biologically-informed, handcrafted
features calculated on a cortical surface model, which preserves the topological structure of the
cortex. The five features were cortical thickness, measured as the distance between the GM-WM and
pial surfaces to model the cortical thickening commonly observed in FCD; sulcal depth, calculated
as the geodesic distance from a vertex to the nearest gyral crown to capture the tendency for small
FCDs to reside at the bottom of an abnormally deep sulcus; the absolute mean curvature of the
cortical surface, computed to model potential local changes in tissue stiffness and folding patterns;
a normalized measure of relative T1-weighted signal intensity within the cortical ribbon to quantify
the characteristic hyperintensity of FCD; and the intensity gradient across the GM-WM boundary,
which provides a quantitative proxy for the “blurring” of this junction, a pathognomonic sign of
FCD Type II.

For classification, the authors implemented a two-stage process using Fisher’s Linear Discriminant
Analysis (LDA). The first stage operated at the vertex level, training an LDA to distinguish
individual “lesional” vertices from “non-lesional” vertices using the five-feature vector. As the
authors report, this initial step successfully identified most lesions but at the cost of an extremely
high false-positive rate, generating dozens of spurious clusters in both patients and controls. The
second stage was the crucial innovation for improving specificity. This second LDA was trained to
classify entire clusters of abnormal vertices identified by the first stage. The input to this second
classifier was not the original five features, but a set of statistical moments describing each cluster
(e.g., mean, standard deviation, skewness, kurtosis of the features within the cluster) and its spatial
location. This second classifier effectively learned the morphometric and statistical profile of a true
lesion cluster, allowing it to distinguish them from noise-driven false-positive clusters.

The entire model was trained and validated using a Leave-One-Out Cross-Validation (LOOCYV)
strategy. In this scheme, for each of the 19 patients, a unique classifier was trained on the data
from the remaining 18 patients and then tested on the single “left-out” individual. This process
was repeated 19 times, ensuring that every patient was used as a test case for a model they were
not included in training. This approach is a common and justifiable choice for small datasets, as it
maximizes the amount of data used for training in each fold and provides a nearly unbiased estimate
of model performance [13].

This two-stage classification architecture can be understood as a pragmatic and intelligent engineering
solution to the severe multiple comparisons problem inherent in whole-brain neuroimaging analysis.
A typical brain surface contains over 40,000 vertices per hemisphere, meaning a vertex-wise analysis
involves tens of thousands of simultaneous statistical tests that dramatically inflate the probability
of finding false positives purely by chance [14]. Standard statistical correction procedures, such
as the Bonferroni correction, are often overly conservative for spatially correlated neuroimaging
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data and risk eliminating true, subtle signals along with the noise [15]. Rather than applying a
formal statistical correction like False Discovery Rate (FDR) control [16], the authors developed a
data-driven heuristic. The two-stage classifier implicitly operates on the assumption that true lesion
clusters possess a different multivariate statistical “shape” and spatial distribution than the clusters
generated by random noise. The success of the method hinges on the second classifier’s ability to
learn this distinction empirically, reflecting a practical approach that prioritizes detection sensitivity
over formal statistical error control, a trade-off that defines both the paper’s innovative power and
its statistical limitations.

4.3 Key Findings and Conclusions

3 Tesla dataset 1.5 Tesla dataset
I 11 1
|
|
Consecutive Healthy Disease controls |! Consecufive Healthy
patients with controls (TLE-HS, Engel | patients with controls
. FCD n=24 ; onget . FCD n=20
Patients n=45 laat >2years || Patients n=36
excluded follow-up) | | excluded
(FCD - n=11 | (FCD ‘
visible [ : visible [
on MRI) \ / I on MRI)
n=26 | n=22
Patients | Patients
diagnosed | diagnosed
as MRI-negative : as MRI-negative
(FCD not visible | (FCD not visible
on MRI but | on MRI but
detected | detected
on texture map) | on texture map)
n=19 : n=14
|
|
\ / \ / \ / : \ / \
. Automated Automated | Automated Automated
Automated lesion . . | . .
detection lesion lesion lesion lesion
detection * detection * : detection * detection *
| TH TH
|
|
H—\ H—\ /_IT |
™ FN FP ™ FP ™ : ™ FN FP ™
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|
74% sensitivity 100% specificity 100% specificity | 71% sensitivity 95% specificity
|

Figure 1: Study flow diagram from Hong et al. (2014), illustrating the patient cohorts for the 3 T and 1.5 T datasets.
The diagram shows the final performance metrics, including a sensitivity of 74% and specificity of 100% on the primary
3.0 T dataset.

The results presented by Hong et al. provided strong quantitative support for the efficacy of
their automated detection pipeline. The primary performance metrics, illustrated in Fig. 1, were
compelling. On the primary 3.0 T dataset, the final two-stage classifier achieved a sensitivity of
74%, correctly identifying a lesion cluster that colocalized with the ground-truth manual label in 14
of the 19 MRInegative patients. This result was paired with a specificity of 100%, as the algorithm
did not identify any false-positive lesion clusters in the 24 healthy controls or the 11 disease controls
with TLE. This perfect specificity in two separate control groups was a particularly strong finding,
suggesting the model had learned a signature highly specific to FCD.



Critical Analysis of Methods for Lesion Detection 9

The performance on the independent 1.5 T dataset served as a robust test of the method’s
generalizability. When the classifier, which was trained exclusively on 3.0 T data, was applied to
this new cohort, it maintained strong performance. It achieved a sensitivity of 71% (detecting the
lesion in 10 of 14 patients) and a specificity of 95%, with the slight decrease in specificity due to a
single false-positive detection in a control subject.

Automatic classifier
Vertex-wise Cluster-wise

Manual segmentation

Figure 2: Examples of true positive detections from Hong et al. (2014). For each case, the manual segmentation
(green) is shown alongside the initial vertex-wise classifier output (red) and the final, more specific cluster-wise output
(blue).

Despite the high overall specificity, the classifier’s output was not always unambiguous in the patient
group. The authors report that of the 14 patients in the 3.0 T cohort where the lesion was correctly
identified, only half (7 patients) had a single, clean detection corresponding to the FCD. The other 7
patients also had additional “extralesional” clusters identified elsewhere in the brain, with a median
of one such cluster per patient. A retrospective analysis of these extralesional findings, exemplified
by the cases shown in Fig. 2, revealed that they were often smaller than the true lesion and were
disproportionately characterized by a single abnormal feature. As shown in the feature analysis in
Fig. 3, true lesions tended to show abnormalities across multiple features (e.g., thickness, gradient,
and depth), while extralesional clusters were often abnormal in only one, most commonly sulcal
depth.
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Sulcal

depth Thickness Gradient

Case Nr. 1

Figure 3: Comparison of quantitative features for a true positive detection versus an extralesional finding from Hong
et al. (2014). The true lesion (red cluster) is distinguished by its abnormal sulcal depth, while the extralesional cluster
(blue cluster) is primarily characterized by abnormal cortical thickness. This example illustrates how the multivariate
classifier uses different feature profiles to differentiate true FCD from other morphological anomalies.
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Based on these findings, the authors drew several key conclusions. They asserted that their “fully
automated multivariate approach offered a substantial gain in sensitivity over standard radiologic
assessment,” providing a new diagnostic avenue for patients previously considered MRI negative.
They highlighted the method’s generalizability, supported by the consistent performance on the
independent 1.5 T dataset. Ultimately, they proposed that ML tools like theirs could play a
significant role in the clinical workflow to “assist presurgical decision-making by facilitating hypothesis
formulation about the EZ.”

4.4 Critical Appraisal
4.4.1 Strengths and Contributions

The 2014 paper by Hong et al. stands as a landmark study primarily for its powerful demonstration of
a “proof-of-concept.” It was among the first studies to show convincingly that an ML algorithm could
automatically and objectively identify epileptogenic brain lesions that were occult to conventional,
expert-led radiological inspection. This achievement moved the field beyond computer-assisted
visualization and into the realm of true automated detection, showing that computational methods
could genuinely extend the boundaries of human diagnostic capability.

Its most significant and lasting contribution was the fundamental shift it forced in the conversation
around “MRI negative” epilepsy. By providing Class II evidence of lesion detection in this cohort, the
paper powerfully argued that “MRInegative” is often a limitation of technology and methodology,
not a distinct biological subtype of epilepsy devoid of a structural cause. It demonstrated that
the signal for detection is frequently present in the data, but requires a quantitative, multivariate
approach to be reliably extracted.

From a clinical standpoint, the development of a fully automated and objective tool for generating
hypotheses about lesion location was a major advance. In the complex process of presurgical
planning for epilepsy, where diagnostic interpretations can be subjective and variable, this method
offered a standardized, data-driven “second opinion.” It provided a means to guide the placement of
invasive Electroencephalography (EEG) electrodes with a higher degree of confidence, potentially
reducing sampling error and improving surgical outcomes.

4.4.2 Statistical Significance and Rigor

A focused examination of the study’s statistical underpinnings is essential to contextualize its findings.
The choices made by the authors reflect a common trade-off in early-stage translational research,
prioritizing exploratory power over the stringent error control typical of confirmatory studies. The
study’s statistical framework is best understood as one optimized for discovery. Adopting strict,
confirmatory statistical methods designed to minimize Type I error would have inherently reduced
the power to detect the very lesions they were pursuing. Consequently, they chose a high-sensitivity
validation strategy and a clever heuristic to manage false positives. This approach is well-suited for
a trailblazing study, though the consequence is a lack of robust uncertainty quantification.

Regarding the validation strategy, the use of LOOCYV is a defensible choice for the small and
rare patient cohort (n=19), as it maximizes the use of available data for training and leads to a
performance estimate with very low bias [13]. The primary drawback, however, is that LOOCV
estimates can have high variance; because the training sets in each fold are nearly identical, the
resulting models are highly correlated, and the final averaged performance metric can be unstable
[13]. For multiple comparisons control, the two-stage, cluster-wise classifier is a pragmatic, heuristic
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approach that successfully reduced the initial deluge of false alarms without the potentially severe
loss of sensitivity that would accompany an overly conservative statistical correction [15]. However,
this method lacks any formal statistical guarantee on the error rate across the brain [14]. A significant
statistical omission by modern standards is the reporting of uncertainty; given the small sample size
and the LOOCYV procedure, the 95% confidence interval around the 74% sensitivity is likely to be
very wide. Finally, it is important to consider the difference between statistical significance and
clinical relevance [17]. A tool with 74% sensitivity will still miss one in four lesions, and the presence
of extralesional findings in 50% of positive cases can confuse, rather than guide, surgical planning.

4.4.3 Limitations and Future Directions

The very success of the Hong et al. paper serves to illuminate its own limitations, which in turn
provide a compelling rationale for the subsequent evolution of the field. First, the study population
may suffer from spectrum bias. The patient cohort was not a random sample of all MRInegative
epilepsy patients but a highly selected group known to have lesions that were, at a minimum,
detectable by advanced texture analysis. This pre-selection means the reported performance metrics
are likely an overestimation of how the algorithm would perform when applied to a more general,
unselected clinical population. Second, the problem of “extralesional clusters” is a major unresolved
issue. These additional findings create significant clinical ambiguity. Are they simply statistical
noise, which would lower the classifier’s true specificity, or could they represent regions of genuine
but subclinical pathology? Without histopathological correlation, this question remains unanswered.

Arguably the most significant conceptual limitation, however, is the classifier’s complete dependence
on a small set of manually engineered features. The method’s success is fundamentally constrained
by the five features the researchers chose based on existing knowledge of FCD pathology. This
raises critical questions about whether other, more complex patterns embedded in the MRI data are
being missed, and whether the process itself introduces an indelible human bias into the discovery
process. These limitations set the stage for the next logical steps. The reliance on a limited set of
features from a single MRI contrast highlights a data limitation, creating a need for richer input
data from techniques like quantitative, multiparametric imaging. At the same time, the paradigm
of manual feature engineering points to a model limitation, motivating the development of more
powerful learning architectures, such as Deep Neural Networks (DNNs), which can learn feature
representations automatically from the data itself.

5 Act Il: The Paradigm-Shifting Tool: A Critical Analysis of Ma et al.
(2013)

5.1 Research Objectives and Context

The 2013 publication of “Magnetic resonance fingerprinting” by Ma et al. in Nature represents a
watershed moment in the field of MRI [11]. To appreciate its significance, one must consider the
prevailing paradigm it sought to disrupt. For decades, clinical MRI relied on producing a series of
qualitative, “weighted” images. A radiologist’s report would describe a lesion as “hyperintense” on
a T2-weighted scan, a term that describes relative signal differences but lacks objective, physical
meaning. The signal intensity itself was arbitrary, dependent on scanner hardware and software,
rendering it non-comparable across different scanning sessions, let alone different medical centers.
The acquisition process was also inherently inefficient. To obtain different image contrasts, such as
T1-weighting and T2-weighting, separate scans had to be performed consecutively. Achieving true
quantitative maps of physical tissue properties, such as the longitudinal relaxation time (7}) or the
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transverse relaxation time (75 ), was even more cumbersome and time-prohibitive for routine clinical
use.

It is within this context that Ma et al. introduced MRF. The central objective was to introduce a
“completely different approach to data acquisition, postprocessing and visualization.” The authors
aimed to overcome the limitations of conventional MRI by enabling the “simultaneous non-invasive
quantification of multiple important properties of a material or tissue” from a single, rapid acquisition.
This objective was not an incremental improvement but a fundamental reimagining of the MR,
experiment itself. Crucially, the paper by Ma et al. must be understood as foundational, “tool-
building” research. Its aim was to invent and validate a new method for acquiring and processing
MR data, positioning MRF as a general-purpose enabling technology.

5.2 Methodological Approach

The core technical innovation of MRF lies in its radical departure from the steady-state paradigm of
conventional MRI. It decouples the one-to-one relationship between a pulse sequence and a specific
image contrast, instead proposing a single, complex acquisition that encodes information about
multiple tissue properties simultaneously into the unique temporal signal evolution of each voxel.
This framework can be deconstructed into three key components.

5.2.1 The Acquisition: Creating Unique Fingerprints
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Figure 4: The MRF acquisition scheme from Ma et al. (2013). (a) A diagram of the IR-bSSFP sequence with varying
FA and TR. (b) The highly undersampled variable-density spiral k-space trajectory. (c, d) Two different pseudorandom
patterns of FA and TR used in the experiments.
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Unlike conventional pulse sequences that use fixed parameters to achieve a steady-state signal, MRF
employs continuously and pseudorandomly varying acquisition parameters. The proof-of-principle
implementation was based on an IR-bSSFP sequence, where for each acquisition block, the flip
angle and repetition time are changed according to a predetermined, non-repetitive pattern (Fig. 4).
This strategy ensures that the magnetization never reaches a steady state; instead, this dynamic
signal evolution, the “fingerprint”, encodes the quantitative information. To achieve the necessary
speed, the acquisition is highly undersampled using a variable-density spiral k-space trajectory that
is rotated at each time point.

5.2.2 The Dictionary Generation: The Pre-calculated Ground Truth
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Figure 5: Simulated and measured MRF signals from Ma et al. (2013). (a, b) Simulated signal evolutions (fingerprints)
for different tissue types, demonstrating their unique character. (c, d) Validation in phantoms, showing the excellent
match between the measured signal (blue) and the corresponding dictionary entry (red).

)

The second component is the creation of a massive, pre-computed lookup table, or “dictionary’
Each entry is a theoretical signal evolution, a simulated fingerprint, corresponding to a unique
combination of tissue properties (T}, T5, off-resonance Af, etc.). This dictionary is generated by
simulating the Bloch equations using the exact same pseudorandom sequence parameters from the
acquisition. The simulated fingerprints in Fig. 5a and Fig. 5b confirm the fundamental assumption
in MRF that different tissues generate unique and distinguishable signal evolutions.
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5.2.3 The Pattern Matching: From Signal to Quantitation

The final step is reconstruction. The experimentally measured fingerprint from each voxel is
compared to every entry in the dictionary, typically via a normalized dot product. The dictionary
entry with the highest dot product is the “best match.” The quantitative tissue properties (77, T5,
Af) used to generate that dictionary entry are then assigned to the voxel. Because aliasing artifacts
are temporally incoherent, they do not correlate well with any physical dictionary entry and are
thus largely ignored by the pattern-matching algorithm.

5.3 Key Findings and Conclusions

The authors of Ma et al. provided a multi-pronged validation of the MRF concept, progressing
from simulation to physical phantoms and finally to in vivo human imaging. The in vivo results
were a compelling demonstration of MRF’s potential. Fig. 6 showcases the method’s extraordinary
tolerance to undersampling. A single 2D slice was acquired in just 12.3 s, yet the pattern matching
process successfully rejected aliasing artifacts to produce high-quality, co-registered maps of T3, T5,
proton density (M), and off-resonance frequency. The robustness of the technique was tested against
bulk subject motion, one of the most common sources of error in clinical MRI. As demonstrated in
Fig. 7, even when a scan was corrupted by significant head movement, the resulting quantitative
maps were nearly identical to those from a motion-free acquisition.

The quantitative accuracy was rigorously tested against gold-standard spin-echo sequences, as shown
in Fig. 8. The MRF-derived T} and 7}, values showed excellent agreement with the standards,
achieving concordance correlation coefficients (CCCs) of 0.988 for T3 and 0.974 for T,,. Furthermore,
MRF was shown to be significantly more efficient (defined as precision per square root of scan
time) than contemporary rapid mapping methods. The authors’ primary conclusions were that
MREF represents a new paradigm for magnetic resonance that enables simultaneous, multiparametric
quantitative mapping in a clinically feasible timeframe.

5.4 Critical Appraisal
5.4.1 Strengths and Contributions

The revolutionary contribution of MRF is a philosophical shift in experimental design. Conventional
MRI is fundamentally reductionist, engineering pulse sequences to isolate one physical contrast.
MRF, in contrast, is holistic, creating a complex signal that is an inseparable mixture of multiple
underlying physical properties, shifting the burden of separation from acquisition hardware to
postprocessing software. This transformed the output of an MRI scanner from qualitative images
into maps of objective, reproducible physical constants. This transition to true quantitation is
precisely what enables the advanced, data-driven analyses seen in later work [18]. Perhaps MRF’s
most profound impact is its role as an enabling technology, providing the ideal raw material, rich,
quantitative, multiparametric data, for modern computational techniques. The subsequent success
of researchers in using MRF data for challenging clinical tasks, such as the detection of subtle FCD
[12], is the ultimate validation of this contribution.

5.4.2 Statistical Significance and Rigor

The authors employed robust statistical methods to validate the accuracy and precision of MRF. To
assess agreement with gold-standard measurements, they used the CCC (p,.), which is commendable
as it evaluates both correlation and bias. To evaluate the precision and reproducibility, the authors
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Figure 6: In vivo MRF results from Ma et al. (2013). (a) A single raw image frame, heavily corrupted by aliasing.
(b) The measured signal fingerprint from one voxel (blue) and the matched dictionary entry (red). (c-f) The final,
co-registered quantitative maps for T, Af, T5, and proton density (M) respectively, generated from a single rapid
scan.
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Figure 7: Demonstration of MRF's robustness to motion from Ma et al. (2013). (a) Raw image without motion. (b)
Raw image with subject motion during the last few seconds. (c, €) T} and T}, maps from the motion-free scan. (d, f)
Nearly identical 7 and T, maps from the motion-corrupted scan, demonstrating that incoherent motion signals are
rejected by the pattern-matching algorithm.
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Figure 8: Validation of MRF accuracy, efficiency, and precision from Ma et al. (2013). (a, b) Accuracy plots showing
high correlation between MRF and standard measurements for 7} and T5. (c, d) Efficiency plots showing MRF
outperforms the DESPOT method. (e, f) Precision plots showing high repeatability of MRF measurements over time.
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Table 1: Comparison of MRI Paradigms.

Feature Conventional Conventional MRF
Qualitative MRI Quantitative
Primary Output Weighted images (a.u.) Single quantitative map Multiple, simultaneous
quantitative maps
Acquisition Strategy  Steady-state Multiple steady-state Single, non-steady-state
Parameters per Scan  One (weighted) One (quantitative) Multiple (quantitative)
Scan Time Fast per contrast Slow per parameter Very fast for all
parameters
Robustness Low (to Low (to motion/errors) High (to
undersampling/motion) undersampling/motion)

used a bootstrapped Monte Carlo method. Despite this rigor, a notable omission is the use of
Bland-Altman plots. While p, provides an excellent summary statistic, a Bland-Altman plot is the
gold-standard graphical method for comparing two quantitative measurement techniques and would
have visually revealed any systematic bias or whether the magnitude of the error was dependent
on the value being measured. This absence represents a minor weakness in an otherwise strong
validation.

5.4.3 Limitations and Future Directions

The initial implementation of MRF presented in this paper had several acknowledged technical
challenges. The first is the computational burden associated with the dictionary, which grows
exponentially with each new parameter added. Second, while MRF can model hardware imperfections,
it is still sensitive to them. However, the most crucial limitation of this paper, in the context of
this report’s narrative, is what it did not do: apply this new tool to a specific clinical problem.
This limitation is precisely what makes the paper a perfect narrative bridge. Ma et al. provided
the scientific community with a powerful new instrument capable of generating rich quantitative
data at unprecedented speeds. This created the need for the next layer of innovation: advanced
computational algorithms, such as the DL framework presented by Ding et al. [12], which could
finally leverage this rich data to solve the difficult clinical problem of detecting MRI negative FCD

[6].
6 Act lll: The Modern Synthesis: A Critical Analysis of Ding et al. (2025)

The 2025 study by Ding et al., “Automated Whole-Brain Focal Cortical Dysplasia Detection Using
MR Fingerprinting With Deep Learning,” represents the culmination of the research trajectory
explored in this report [12]. It serves as a modern synthesis, ingeniously integrating the advanced
quantitative imaging paradigm of MRF with the analytical power of DL. This work moves the field
beyond hypothesis-driven feature engineering on qualitative images toward a data-driven approach
of feature discovery on quantitative, multiparametric data. In doing so, it provides a powerful,
state-of-the-art solution to the long-standing clinical challenge of detecting subtle, epileptogenic
brain lesions, directly addressing the problems and leveraging the technologies established by the
preceding cornerstone papers.
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6.1 Research Objectives and Context

The research objectives of Ding et al. can be understood as the logical resolution to the narrative arc
established by the clinical needs articulated by Hong et al. (2014) and the technological potential
introduced by Ma et al. (2013). The paper’s central aim was to develop an “MRF-based DL
framework for whole-brain FCD detection,” a goal that directly confronts the challenge of identifying
pharmacoresistant FCD, particularly in cases where conventional MRI fails. This objective is a
direct successor to the problem first tackled by Hong et al. Their patient cohort is not only composed
of FCD Type II cases but is deliberately heterogeneous, including the subtler subtypes of mMCD
and MOGHE. This demonstrates a progression in the field’s ambition to push the detection frontier
into the most diagnostically challenging populations.

The methodology to achieve this ambitious goal is built upon the quantitative, multiparametric
imaging paradigm pioneered by Ma et al. [11]. By acquiring a single 3D whole-brain MRF scan, Ding
et al. generate a rich, perfectly co-registered suite of quantitative maps that provide a far deeper,
more physically meaningful characterization of tissue than the single, qualitative T1-weighted images
used by Hong et al. Perhaps the most profound advance lies in the analytical leap from classical
ML to DL. In stark contrast to the pre-defined, “handcrafted” features used by Hong et al., Ding et
al. employ a no-new-U-Net (nnU-Net), which is a sophisticated variant of a CNN. The fundamental
theoretical advantage of a CNN is its capacity for automatic feature learning, discovering a complex
hierarchy of discriminative features directly from the image data itself. This marks a fundamental
philosophical shift from “feature engineering” to “representation learning.”

6.2 Methodological Approach

The methodology presented by Ding et al. represents a state-of-the-art, integrated framework that
combines a challenging and clinically relevant patient cohort with an advanced imaging protocol
and a powerful DL architecture, summarized in Fig. 9.

6.2.1 Patient Cohort & Imaging Protocol

The study’s clinical relevance is anchored in its population of 40 patients with pharmacoresistant
focal epilepsy and confirmed FCD, alongside a control group of 67 healthy individuals. The inclusion
of a heterogeneous set of pathologies is a significant strength [19]. All participants underwent a
single 3D whole-brain MRF scan (approx. 12 min) to yield a comprehensive suite of co-registered
input maps for the DL model: quantitative T, /T, maps, tissue fraction maps (GM, WM, CSF),
and derived feature maps like a synthetic T1-weighted image and T} /T, z-score maps. The richness
of these multiparametric inputs is visualized in Fig. 10.

6.2.2 Deep Learning Architecture

The analytical core of the framework is the nnU-Net, a robust, self-configuring implementation of
the U-Net architecture. The U-Net, shown schematically in Fig. 11, is a specialized CNN that has
become a de facto standard for biomedical image segmentation. It features a symmetric encoder-
decoder structure with “skip connections” that enable the network to fuse deep, abstract contextual
features with fine-grained spatial details, which is critical for producing precise segmentation masks.
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Figure 10: Multiparametric MRF maps from Ding et al. (2025) for four different FCD subtypes (FCD Ila, FCD
[Ib, MMCD, MOGHE). The images demonstrate the rich, quantitative information provided by a single MRF scan,
highlighting different lesion characteristics across T1, T2, and tissue fraction maps.
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Figure 11: The DL framework from Ding et al. (2025). (A) A suite of multiparametric maps derived from a single
MRF scan serves as the input to the model. (B) A CNN with a U-Net architecture processes the image data. (C) The
model outputs a probabilistic map indicating the location of the predicted lesion.
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6.2.3 Model Training and Validation

The model was trained in a supervised manner using 3D lesion Regions of Interest (ROIs) manually
delineated by experts as the “ground truth.” To assess performance rigorously on their cohort of
40 patients, the authors employed LOOCYV, a statistically robust choice for smaller datasets as it
maximizes the data used for training in each iteration.

6.3 Key Findings and Conclusions

The results presented by Ding et al. provide compelling evidence for the efficacy of their synthesized
MREF-DL framework, demonstrating a significant leap in performance over existing methods. The
optimal model, which used the full suite of MRF-based inputs, achieved a patient-level sensitivity
of 80%, successfully identifying the FCD lesion in 32 of the 40 patients. This high sensitivity was
accompanied by a clinically acceptable average of 1.7 False Positives (FPs) per patient. Fig. 12
offers a powerful visual summary of these results.

The study’s strength is amplified by its direct comparison to alternative approaches. A model trained
on conventional clinical T1-weighted images achieved lower sensitivity (70%) with a dramatically
higher FP rate (9.7 per patient). This comparison makes it clear that the superior performance is
driven primarily by the rich, quantitative information inherent to the MRF inputs. Furthermore,
the MRF-DL framework significantly outperformed the well-established Morphometric Analysis
Program (MAP18) pipeline, which achieved a sensitivity of only 50%. The authors conclude that
their framework demonstrated high efficacy for whole-brain FCD detection, with the key advantage
of gathering all necessary data in a single, efficient scan, thereby eliminating inter-scan registration
errors.

6.4 Critical Appraisal
6.4.1 Strengths and Contributions

The primary contribution of this study is its powerful synthesis of two transformative technologies.
It surmounts the reliance on handcrafted features in the work of Hong et al. and provides a high-
impact clinical application for the MRF technology developed by Ma et al. The model’s consistent
performance across different FCD subtypes is a major strength, suggesting the quantitative MRF
features reveal a fundamental pathological signature. The following table (Table 2) summarizes this
technological evolution.

6.4.2 Statistical Significance and Rigor

The statistical validation of the framework is generally sound. The choice of LOOCYV is appropriate
for the study’s sample size (n=40). However, while the numerical superiority of the MRF-DL
model over benchmarks is clear, the paper does not report formal statistical tests comparing these
classifiers (e.g., DeLong’s test for Areas Under the Curve (AUCs)) to establish the significance of
this superiority. Similarly, the primary sensitivity metric of 80% is presented as a point estimate;
reporting a 95% confidence interval would be best practice to convey the estimate’s precision.
Nonetheless, from a clinical perspective, the low average of 1.7 FPs per patient is a highly promising
figure, suggesting a manageable workload for a reviewing neuroradiologist.
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Figure 12: Examples of successful automated FCD detections from Ding et al. (2025). The ground-truth lesion label
is outlined in green, and the model’s probabilistic prediction is shown as a yellow heat map. The figure demonstrates
the model’s ability to accurately localize lesions of varying types and locations.

Table 2: A Comparative Analysis of FCD Detection Methodologies.

Methodology

Hong et al. (2014)

Ma et al. (2013)

Ding et al. (2025)

Primary Goal
Imaging Modality
Feature Engineering

Analysis Model
Key Strength

Key Limitation

Detect MRInegative FCD
I1

Qualitative T1-weighted
MRI

Handcrafted,
surface-based

Classical ML (LDA)

First automated method

Brittle features, spectrum
bias

Introduce MRF framework

Quantitative MRF (proof
of concept)
N/A (tech development)

Dictionary matching
Simultaneous
quantification

No clinical application

Detect heterogeneous
FCDs
Quantitative 3D MRF

Automated via DL

DL (nnU-Net)

High sensitivity with low
FP rate

Single-center, “black-box”
model
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6.4.3 Limitations and Future Directions

Despite its successes, the study’s primary limitation is the lack of external validation. The model
was developed and tested on data from a single institution. A large-scale, multicenter study is
the essential next step to prove the framework’s generalizability. This leads to the most critical
conceptual challenge for this new generation of Artificial Intelligence (AI) tools: the “black box”
problem. The powerful nnU-Net provides a prediction without an explicit explanation of its
reasoning. This lack of transparency is a formidable barrier to clinical trust and adoption [20]. The
authors acknowledge this by performing a feature importance analysis, but this is only a first step.
Answering the question of *why* the model flagged a specific area requires moving toward true XAI,
an active area of research aiming to make complex models more transparent and trustworthy [21].
Based on this appraisal, the next logical steps for this research are clear: prospective, multicenter
validation to prove generalizability; integration of more sophisticated XAl techniques to build clinical
trust; and correlation of model predictions with long-term post-surgical seizure freedom to provide
ultimate clinical validation.

7 Synthesis, Discussion, and Conclusion

This analysis has synthesized the preceding critiques to construct a cohesive, overarching argument,
moving beyond individual papers to demonstrate how these works, in concert, represent a logical
and interconnected evolution in the automated detection of FCD. The progression was not merely
chronological but represents a powerful and repeatable “Problem-Tool-Algorithm” paradigm for
innovation in computational medicine.

7.1 The Evolutionary Trajectory: From Problem to Tool to Solution

Scientific progress is often portrayed as a linear march forward, yet the reality frequently involves the
convergence of ideas from disparate fields. The central thesis of this report is that the advancement
from rudimentary to state-of-the-art FCD detection followed such an evolutionary process, driven
by a synergistic interplay of a well-defined clinical problem, the development of a paradigm-shifting
measurement tool, and the application of a modern analytical algorithm. A superficial reading
of the publication dates is misleading if interpreted as a simple timeline. The true narrative
lies in understanding how a foundational tool from a parallel domain was the necessary, albeit
chronologically preceding, catalyst that enabled a later synthesis to solve a problem articulated
most clearly by a clinical application paper.

The work of Hong et al. began with a clear clinical imperative, implementing a classical ML
approach that provided a landmark proof-of-concept: a computational, multivariate approach could
identify subtle pathological patterns that eluded expert human visual inspection [6]. However, the
paper’s greatest contribution was arguably how its success illuminated the profound limitations of
the existing toolset, defining a technical void: a clear need for richer, more quantitative raw data.
Published a year earlier, Ma et al. introduced MRF, a quintessential “tool in search of a problem”
[11]. This work of foundational physics and engineering delivered the critical missing piece needed
to fill the technical void. Finally, the paper by Ding and colleagues represents the narrative’s climax,
masterfully synthesizing the two preceding threads [12]. It directly addresses the clinical problem
of FCD detection by applying a modern DL model to the advanced quantitative data generated
by MRF, achieving a state-of-the-art lesion detection system that represented a step-change in
capability.
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7.2 Broader Implications and Future Directions

This specific case study reveals a repeatable blueprint for progress in computational medicine and
illuminates a clear path forward for research in this field. The “Problem-Tool-Algorithm” synergy
observed here is a fundamental pattern of innovation that drives progress across computational
medicine [22]. Recognizing this pattern allows for strategic investment in areas where a new tool
could unlock a class of intractable problems.

The work of Ding et al. also defines the most critical next steps. There is a clear mandate for
rigorous external validation on large, multicenter datasets to prove generalizability [23, 24]. It is also
essential to open the “black box” of the Al model. Clinicians are rightly hesitant to base irreversible
surgical decisions on an algorithm that cannot explain its reasoning [20, 25]. The application of XAl
techniques is a critical step for building clinical trust and may even help discover novel imaging
biomarkers [26].

Looking beyond, the true frontier lies in moving from localization to biological characterization. The
ultimate clinical question is not just “Where is the lesion?” but “What is the molecular and genetic
nature of the epileptogenic network?” This requires the integration of quantitative imaging with
other data modalities, such as intracranial Electroencephalography (iEEG) and genomics, creating
multi-modal Al models that can learn the relationships between non-invasive imaging features,
electrophysiological dysfunction, and the underlying genetic and molecular drivers of the disease
[27, 28]. The National Institutes of Health (NIH) grant funding the Ding et al. research already
points in this direction by integrating MRF with iEEG data [29]. This is the path toward a true,
systems-level understanding and the realization of precision medicine for epilepsy.

7.3 Conclusion

In conclusion, this report has confronted one of the most persistent challenges in clinical epileptology:
the accurate localization of the EZ in patients with so-called “MRI negative” epilepsy. The failure
to identify a discrete lesion in this cohort has historically represented a significant diagnostic
and therapeutic impasse [30]. The central argument advanced herein has demonstrated a clear
evolutionary trajectory, a progression driven by the co-evolution of imaging technology and data
science [31].

This journey commenced with ML establishing a new principle: that lesions, though invisible,
could be unmasked computationally. The narrative culminated in demonstrating how advanced
computation and superior imaging were powerfully synthesized, shifting the objective from finding
a static lesion to modeling a dynamic, pathological system [32]. The ultimate insight gained is a
profound lesson in interdisciplinary progress. This evolution was not linear but symbiotic. The
initial computational methods highlighted the critical need for higher-fidelity data, creating a clinical
pull for technological innovation. In turn, the subsequent explosion of high-resolution imaging data
from advanced hardware created both the opportunity and the necessity for more sophisticated data
science methodologies. Progress, therefore, is revealed not as the product of isolated breakthroughs,
but as a tightly coupled, iterative cycle where advances in imaging hardware and computational
modeling perpetually enable and demand more from one another. Ultimately, the evidence affirms
that the future of precision epileptology lies in the powerful synergy between our ever-increasing
ability to visualize the brain’s structure and our growing capacity to model its complex dynamics.
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List of Acronyms
AT Artificial Intelligence.

ASM Anti-Seizure Medication.
AUC Area Under the Curve.

CCC concordance correlation coefficient.
CNN Convolutional Neural Network.
CSF Cerebrospinal Fluid.

DL Deep Learning.
DNN Deep Neural Network.
DRE Drug-Resistant Epilepsy.

ECE Electrical & Computer Engineering.
EEG Electroencephalography.
EZ Epileptogenic Zone.

FA flip angle.

FCD Focal Cortical Dysplasia.
FDR False Discovery Rate.
FP False Positive.

GM Gray Matter.

iEEG intracranial Electroencephalography.
ILAE International League Against Epilepsy.
IR-bSSFP Inversion-Recovery Balanced Steady-State Free-Precession.

LDA Linear Discriminant Analysis.

LOOCV Leave-One-Out Cross-Validation.

MAP18 Morphometric Analysis Program.

MEG Magnetoencephalography.

ML Machine Learning.

mMCD Mild Malformations of Cortical Development.

MOGHE Mild Malformation of Cortical Development with Oligodendroglial Hyperplasia.
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MRF Magnetic Resonance Fingerprinting.
MRI Magnetic Resonance Imaging.

NIH National Institutes of Health.
nnU-Net no-new-U-Net.

PET Positron Emission Tomography.
ROI Region of Interest.
SEEG Stereoelectroencephalography.

TLE Temporal Lobe Epilepsy.
TR repetition time.

VBM Voxel-Based Morphometry.

WM White Matter.

XAI Explainable Artificial Intelligence.
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