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PROBLEM STATEMENT

The demand for cancer diagnosis is increasing. As a result, time to treatment is increasing.
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https://www.novaoneadvisor.com/report/sample/7918
https://journals.plos.org/plosone/article/figure?id=10.1371/journal.pone.0213209.g001


TEMPLE UNIVERSITY HEALTH DIGITAL PATHOLOGY (TUHDP) 
CORPUS

Biopsy Staining Scanning



LABELED DATA TYPES

Non-Cancerous Types Carcinogenic-Signs Type Cancerous Types



OUR PRODUCT

Scanning System Prediction Report

(Data) (Model) (Output)



DESIGN CRITERIA / REQUIREMENTS

Image 
Classificatio

n

Whole Slide Image 
Classification

Source Functional GUI
Train Time < 3 Days

• Show location of areas
• Show area's probability of malignancy

https://www.nature.com/articles/s41598-021-90444-8


DESIGN CRITERIA / REQUIREMENTS
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https://nam10.safelinks.protection.outlook.com/?url=https%3A%2F%2Fisip.piconepress.com%2Fpublications%2Fbook_sections%2F2020%2Fspringer%2Fdpath%2Fpaper_v21.docx&data=05%7C02%7Cleo.berman%40temple.edu%7Cbad66d711f3e4dbce33108dc687c8397%7C716e81efb52244738e3110bd02ccf6e5%7C0%7C0%7C638500131378047159%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C0%7C%7C%7C&sdata=%2FGkTRvgBO5RyUz%2BzVkxsUMQ6rvnhlU0QN4x4%2Fi9mHS4%3D&reserved=0
https://www.nature.com/articles/s41598-022-19112-9


DEEPER LOOK AT F1 SCORE

Actual 
Classes

Predicted 
Classes

.5  (       )  (      )

F1 Score Apples
True Positive = 4
False Negative = 
0False Positive = 
1F1 Score = 89%

Bananas
True Positive = 0
False Negative = 
1False Positive = 
0F1 Score = 0%



PRELIMINARY DESIGN



PRELIMINARY DESIGN



TRAINING, TUNING, EVALUATION PIPELINES
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PRELIMINARY DESIGN



2-DIMENSIONAL DCT

• Belongs in the 
pre-processor stage

•Converts colors to 
frequencies

• Allows us to retain 
fewer features

Horizontal pixel indexHorizontal pixel index
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f1 f2 f4

f3 f5

f6

PRINCIPAL COMPONENT ANALYSIS 
(PCA)

f1 f2 f4 f7

f3 f5 f8 f11

f6 f9 f12 f14

f10 f13 f15 f16

PC1 PC2 PC4 X

PC3 PC5 X X

PC6 X X X

X X X X



PRELIMINARY DESIGN



CONVOLUTIONAL NEURAL NETWORK

Base Layer

Pooling Layer

Flattening Layer

Dense Layer
Final Prediction



PRELIMINARY DESIGN
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FRAME TO PATCH
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WINDOW TO PATCH



FRAME TO PATCH



FRAME TO PATCH



FRAME TO PATCH



PATCH TO IMAGE LEVEL

Noncancerous Carcinogenic sign Cancerous

Noncancerous
Carcinogenic sign
Cancerous



PRELIMINARY DESIGN



FUTURE WORK

Image 
Classification
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Cohen's Kappa > 60%
Source

No Sobel/Laplacian 
Filters

https://nam10.safelinks.protection.outlook.com/?url=https%3A%2F%2Fisip.piconepress.com%2Fpublications%2Fbook_sections%2F2020%2Fspringer%2Fdpath%2Fpaper_v21.docx&data=05%7C02%7Cleo.berman%40temple.edu%7Cbad66d711f3e4dbce33108dc687c8397%7C716e81efb52244738e3110bd02ccf6e5%7C0%7C0%7C638500131378047159%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C0%7C%7C%7C&sdata=%2FGkTRvgBO5RyUz%2BzVkxsUMQ6rvnhlU0QN4x4%2Fi9mHS4%3D&reserved=0
https://www.nature.com/articles/s41598-022-19112-9


QUESTIONS?

For the curious
• Benefits of Machine Learning in 

Healthcare
• Machine Learning in Healthcare

• What is Machine Learning in Healthcare?
• Significance of Machine Learning in 

Healthcare
• The Potential for Artificial Intelligence in 

Healthcare
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PROGRESS SINCE LAST 
PRESENTATION

• 2D Discrete Cosine Transform 
(DCT)

• Principal Component Analysis 
(PCA)

• Convolutional Neural Network 
(CNN)



TUHDP BIOPSY SLIDE SAMPLE



WINDOW TO PATCH



TUHDP BIOPSY SLIDE SAMPLE



DEEPER LOOK AT MODEL I/O

NNEO
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CONVOLUTIONAL NEURAL NETWORK



RANDOM FOREST



• Three essential components 
for machine learning
• Data
• Model
• Training algorithm
• Model
• Mathematical 

representation of 
relationships in the data

• Training algorithm
• Uses data
• Adjusts variables in the 

model until output 
matches input

WHAT IS A MODEL?



TEMPLE UNIVERSITY HEALTH DIGITAL PATHOLOGY 
CORPUS

3,505 Tissue Images 1.23 Terabytes



PRINCIPAL COMPONENT ANALYSIS
(DIMENSION REDUCTION)

• After feature generation
• Also belongs in the pre-processor stage after 

digitizing/segmenting slides and before 
training
• Reduces the number of features while 

minimizing information lost from feature 
reduction
• Fewer features compared to no PCA or 

dimension reduction





TESTING GOALS



2-DIMENSIONAL DCT

• Part of feature generation
• Belongs in the pre-processor stage after 

digitizing/segmenting slides and before 
training
• Greater spectral/energy density than one-

dimensional DCT
• Therefore, fewer features compared to one-

dimensional DCT



2-DIMENSIONAL DCT

• Belongs in the pre-
processor stage

•Converts colors to 
frequencies

• Allows us to retain 
fewer features



SCORING



OVERLAPPING AREA

Model prediction:
bckg





FILTERS



FRAME LEVEL EVALUATION RESULTS

Dataset Accuracy Rate [%]

TRAIN 100.00

DEV 86.33

EVAL 85.87

Random 
Forest



GITHUB AND THE SERVER

Local Computer

Firewall

Server Local Computer

The Server GitHub

Local Computer

Changes On Same 
File

Changes On Same 
File

GitHub



EXPLAIN TRAIN, DEV, AND EVAL IN 
THE PROCESS

TRAIN DEV

EVAL

Final 
Model

Initial 
Model



RNF CONFUSION MATRIX

TRAIN DEV EVAL



RNF DECISION SURFACES
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HOW THIS FITS


