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EXECUTIVE SUMMARY

In this report, I review three research papers concerning hierarchical Dirichlet processes (HDP), infinite hidden Markov models (HDP-HMM), and several inference algorithms for these models. I also use several other sources to support the material discussed in this report.
The three primary references used in this exam are "Hierarchical Bayesian Nonparametric Models with Applications,” “On-Line Learning for the Infinite Hidden Markov Model,” and “Sticky HDP-HMM with Application to Speaker Diarization". The basic materials in all of these papers involve HDP and HDP-HMMs. The first paper is a more general overview and contains several other models which are not related directly to the main theme of this report. Therefore this report is not organized based on any one of these references but contains most of the relevant material from those papers. In many cases I have corrected several errors ranging from typos to simple algorithmic/computational errors and have also used a unified notation through the report that I believe makes the presentations easier.
To make the report more self-contained I have added a background review of Dirichlet processes (DP), but this review is very short and readers may need to review some background papers before reading this report.  After reviewing DPs, I start by introducing HDP and the reason that they are needed. Several properties of HDP are derived (both in the main report and the appendix) and some of its properties are justified. Two basic inference algorithms for HDPs are presented in detail. 
HDP-HMM is introduced based on the general framework of hierarchical Dirichlet processes. The differences between this new model and HDP are emphasized and several of their properties are derived and explained. Three important inference algorithms are reviewed and presented in detail.
In writing this review, one of my primary intentions is to produce a self-sufficient document that can be used as a reference to implement some of the inference algorithms for HDP-HMM. Moreover, an interested reader can easily start from these and derive more general or application specific algorithms.       
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Nonparametric Bayesian methods provide a consistent framework to infer the model complexity from the data. Moreover, Bayesian methods make hierarchical modeling easier and therefore open doors for more interesting and complex applications. In this report, we review hierarchical Dirichlet processes (HDP) and its applications to derive infinite hidden Markov models (HMM) or HDP-HMM. We also review three inference algorithms for the so called HDP-HMM in details. 
This report is organized into five sections and two appendixes. Section two is a quick review of Dirichlet process. Section three is devoted to HDP and its inference algorithms and section four is focused on HDP-HMM and its inference algorithms. For the sake of readability, some of the mathematical details are presented in the appendix sections.   
[bookmark: _Toc318303858]Background






A Dirichlet process (DP) is a distribution over distributions, or more precisely over discrete distributions. Formally, a Dirichlet processis “defined to be the distribution of a random probability measureoversuch that for any finite measurable partitionofthe random distribution is distributed as finite dimensional Dirichlet distribution” (Teh Y. , Jordan, Beal, & Blei, 2006) :

		
A constructive definition for Dirichlet process is given by Sethuraman (Sethuraman, 1994) which is known as stick-breaking construction. This construction explicitly shows that draws from a DP are discrete with probability one.

		




can be interpreted as a random probability measure over positive integers and is denoted by. In both of these definitions, or base distribution, is the mean of the DP, andis the concentration parameter which can be understood as the inverse of variance. 
Another way to look at the DP is through the Polya urn scheme. In this approach, we have to consider i.i.d. draws from a DP and consider the predictive distribution over these draws (Teh Y. , Jordan, Beal, & Blei, 2006):
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In the urn interpretation of equation , we have an urn with several balls of different colors in it. We draw a ball and put it back in the urn and add another ball of the same color to the urn. With probability proportional towe draw a ball with a new color. To make the clustering property more clear, we should introduce a new set of variables that represent distinct values of the atoms. Letto be the distinct values andbe the number of associated with. We would now have:
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Another useful interpretation of  is the Chinese restaurant process (CRF). In CRF we have a Chinese restaurant with infinite number of tables. A new customer comes into the restaurant and can either sit around one of the occupied tables with probability proportional to the number of people already sitting there or start a new table with probability proportional to. In this metaphor, each customer is a data point and each table is a cluster. 
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A Hierarchical Dirichlet Process (HDP) is the natural extension of a Dirichlet process for problems with multiple groups of data. Usually, data is split into groups a priori. For example, consider a collection of documents. If words are considered as data points, each document would be a group. We want to model data inside a group using a mixture model. However, we are also interested to tie groups to each other, i.e. to share clusters across all groups. Let’s assume that we have an indexed collection of DPs with a common base distribution. Unfortunately this simple model cannot solve the problem since for continues  different  necessary have no atoms in common. The solution is to use a discrete  with broad support. In other words,  is itself a draw from a Dirichlet process. HDP is defined by (Teh & Jordan, 2010) equation .
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In this definition provides prior distribution for factor. governs the variability of  around andcontrols the variability of around .  , and are hyper-parameters of HDP.
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Because is a Dirichlet distribution it has a stick-breaking representation:
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Where  and. Since support of is contained in within the support of  we can write a similar equation to  for:
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Then we have:
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We also have:
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[bookmark: _Ref316843405]Figure 1 - Stick Breaking Construction for HDP: The left panel shows a draw of, while the right three show independent draws conditioned on  (Teh & Jordan, 2010).  

Stick-breaking construction for HDP and  are derived in ‎A.1. Figure 1 demonstrates stick-breaking and cluster sharing of HDP. 
[bookmark: _Toc318303861]Different Representations
Definition  shows the first representation of HDP. Another representation can be obtained by introducing an indicator variable as shown in equation .  
Figure 2 shows the graphical models of both of these representations.
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The Chinese restaurant franchise (CRF) is the natural extension of Chinese restaurant process for HDPs. In CRF, we have a franchise with several restaurants and a franchise wide menu. The first customer in restaurant j sits at one of the tables and orders an item from the menu. Other customers either sit at one of the occupied tables and eat the food served at that table or sit at a new table and order their own food from the menu. Moreover, the probability of sitting at a table is proportional to the number of customers already seated at that table. In this metaphor, restaurants correspond to groups and customerin restaurant corresponds to (customers are distributed according to). Tables are i.i.d. variables distributed according toand finally foods are i.i.d. variables distributed according to. If customerat restaurantsits at tableand that table serves dish, we will have. In another way, each restaurant represents a simple DP and therefore a cluster over data points. At the franchise level we have another DP but this time clustering is over tables. 
[bookmark: _Ref317022391][image: ]
Figure 2-(a) HDP representation of  (b) Alternative indicator variable representation  (Teh, Jordan, Beal, & Blei, 2004)












Now let introduce several variables that will be used throughout this paper. is the number of customers in restaurant , seated around table,and who eat dish.is the number of tables in restaurant serving dishand is the number of unique dishes served in the entire franchise. Marginal counts are denoted with dots. For example,is the number of customers in restauranteating dish.
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CRF can be characterized by its state which consists of the dish labels, the tables  and dishes . As a function of the state of the CRF, we also have the number of customers, the number of tables, customer labels and table labels (Teh & Jordan, 2010). The posterior distribution ofis given by:
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Where is the total number of tables in the franchise andis the total number of tables serving dish. Equation  shows the posterior for.is the total number of customers in restaurant andis the total number of customers in restauranteating dish.
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Conditional distributions can be obtained by integrating outandrespectively. By integrating outfrom  we obtain:
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And by integrating outfrom  we obtain:
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  A draw from  can be obtained using  and a draw from  can be obtained using .
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From  and  we see that the posterior of is a mixture of atoms corresponding to dishes and an independent draw from andis a mixture of atoms at and an independent draw from (Teh & Jordan, 2010).   



In an HDP each restaurant represents a DP and so  since the number of clusters scales logarithmically. On the other hand, equation  shows is a DP over tables and so . This shows that HDP represents a prior belief that the number of clusters grows very slowly (double logarithmically) when increasing the number of data points but faster (logarithmically) in the number of groups (Teh & Jordan, 2010). 
All of the above relationships are derived in ‎A.2.  
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First, let introduce several notations.,,,and.Wheredenotes the mixture component associated with the observation.To indicate the removal of a variable from a set of variables or a count, we use a superscript; for exampleoris the number of customers (observations) in restaurant (group)seated at tableexcluding. We also assumehas the densityandhas the densityand is conjugate to. The conditional density ofunder mixture componentgiving all data excluding is defined as:
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wheredenotes the set of indices of the data item currently associated with dish. For the conjugate case, we could obtain a closed form for this likelihood function. Particularly if emission distributions are Gaussian with unknown mean and covariance, the conjugate prior is a normal-inverse-Wishart distribution (Sudderth, 2006) denoted byand. Given some observations for component, of the mixture (in this case =) from a multivariate Gaussian distribution, the posterior still remains in the normal-inverse-Wishart family and its parameters are updated using:

		



In practice there are some efficient ways (using Cholesky decomposition) to update these equations and allows fast likelihood evaluation for each data point. Finally, marginalizinginduces a multivariate t-student distribution with  degree of freedom (is the dimension of data points):
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Assuming  can be approximated by moment-match Gaussian (Sudderth, 2006).
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Equations  and   show how we can produce samples from the prior overand, using the proper likelihood function and how this framework can provide us with necessary tools to sample from the posterior given the observations . In this first algorithm, we sample index andusing a simple Gibbs sampler.

In this algorithm we assumed that emission distributions are Gaussian but using other conjugate pairs is the same. The following list shows a single iteration of the algorithm, but to obtain reliable samples we have to run this many times. Notice that the most computational costly operation is the calculation of the conditional densities. Moreover, the number of events that could happen for each iteration of the algorithm is.



Given the pervious state assignment,and:
Sample t:

For alldo the follow sequentially 


Compute the conditional density forusing  for.

Calculate the likelihood for using:
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Samplefrom the multinomial probability
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 If the sampled value ofis, obtain a sample ofby:
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Ifthen increment.
Update the cached statistics.


If a tablebecomes unoccupied delete the correspondingand, if as a result some mixture component becomes unallocated, delete that mixture component too. 
Sample K:

For alldo the following sequentially:


Compute the conditional density forusing  for.

Samplefrom a multinomial distribution:
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If then increment.
 Update the cached statistics.
If a mixture component becomes unallocated delete that mixture component








Equation  is obtained from . From  we see the prior probability that takes a previously used value is proportional to and the prior probability of taking a new value is proportional to.The likelihood forgivenfor some previously usedis and the likelihood for is given by . By multiplying these priors and likelihoods we can obtain the posterior distribution . In the same way,  and  can be obtained by multiplying the likelihoods and priors given by .
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In the previous algorithm, the sampling for all groups is coupled which makes the derivation of the CRF sampler for certain models difficult (Teh Y. , Jordan, Beal, & Blei, 2006). This happens becausewas integrated out. An alternative approach is to sample. More specifically, we will use  and  to sample fromandrespectively. This algorithm contains two main steps. First we sample cluster indices (instead of tables and dishes) and then we sampleand. Equation  shows in order to sample fromwe should first sample. This completes the second algorithm. 
1. 


Given the pervious state assignment for,andfrom previous step
Sample Z

For alldo the follow sequentially 


Compute the conditional density forusing  for.

Sample  using:
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If a new componentis chosen, the corresponding atom is initiated using  and setand.
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Update the cached statistics.
Sampling m  




Sampleusing  whereis the Stirling number of the first kind. Alternatively, we can sample by simulating a CRF, which is more efficient for large.
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Sampling and


Sampleandusing and  respectively. 





In this algorithm we have used alternative representation given by . Particularly, we can see . By combining this with  we can obtain a conditional prior probability function forand by multiplying it with the likelihoods we can obtain .  is the stick-breaking step for the new atom and follows the steps described in section ‎3.1. In particular the third line in  is obtained by replacing the remaining stickwith a unit stick. The validity of this approach is shown in (Pitman, 1996).For a proof of look at (Antoniak, 1974). It should be noted that computing this equation is generally very costly and we can alternatively simulate a CRF to sample.
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Among the several applications of HDP, we will only review two of them in this section. It should be noted that the following section, HDP-HMM, is by itself an application of the general HDP framework.
One of the most cited applications of HDP is in the field of information retrieval (IR) (Teh & Jordan, 2010). A state of the art but heuristic algorithm which is very popular in IR applications is the “term-frequency inverse document frequency” (tf-idf) algorithm. The intuition behind this algorithm is that the relevance of a term to a document is proportional to the number of times that term occurred in the document. However, terms that occur in many documents should be down weighted. It has been shown that HDP provides a justification for this intuition (Teh & Jordan, 2010) and an algorithm based on HDP outperforms all state of the art algorithms.
Another application cited extensively in literature is topic modeling (Teh & Jordan, 2010). In topic modeling, we want to model documents with a mixture model. Topics are defined as probability distributions across a set of words while documents are defined as probability distributions across different topics. At the same time we want to share topics among documents within a corpus. So each document is a group with its own mixing proportions but components (topics) are shared across all documents using an HDP model.   
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Hidden Markov models (HMMs) are a class of doubly stochastic processes in which discrete state sequences are modeled as a Markov chain (Rabiner, 1989). In the following discussion we will denote the state of the Markov chain at time  with  and the state-specific transition distribution for stateby.The Markovian structure means. Observations are conditionally independent given the state of the HMM and are denoted by.




HDP-HMM is an extension of HMM in which the number of states can be infinite. The idea is relatively simple; at each statewe should be able to go to an infinite number of states so the transition distribution should be a draw from a DP. On the other hand, we want reachable states from one state to be shared among all states so these DPs should be linked together. The result is an HDP. In an HDP-HMM each state corresponds to a group (restaurant) and therefore, unlike HDP in which an association of data to groups is assumed to be known a priori, we are interested to infer this association. The major problem with original HDP-HMM is the state persistence. HDP-HMM has a tendency to make many redundant states and switch rapidly among them (Teh Y. , Jordan, Beal, & Blei, 2006). This problem is solved by introducing a sticky parameter to the definition of HDP-HMM (Fox E. , Sudderth, Jordan, & Willsky, 2011). Equation  shows the definition of a sticky HDP-HMM with unimodal emissions.is a sticky hyper-parameter and generally can be learned from data. Original HDP-HMM is a special case with. From this equation we can see for each state (group) we have a simple unimodal emission distribution. This limitation can be addressed using a more general model defined in . In this model, a DP is associated with each state and a model with augmented stateis obtained. Figure 3 shows a graphical representation.	
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[bookmark: _Ref317249365]Figure 3-Graphical model of HDP-HMM (Fox E. , Sudderth, Jordan, & Willsky, 2011)
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The metaphor for the Chinese restaurant franchise for sticky HDP-HMM is a franchise with loyal customers. In this case each restaurant has a special dish which is also served in other restaurants. If a customer is going to restaurantthen it is more likely that he eats the specialty dish there. His children also go to the same restaurant and eat the same dish. However, if eats another dish () then his children go to the restaurant indexed byand more likely eat their specialty dish. Thus customers are actually loyal to dishes and tend to go to restaurants where their favorite dish is the specialty.     
[bookmark: _Toc318303870]Inference Algorithms
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This sampler is adapted from (Fox E. , Sudderth, Jordan, & Willsky, 2011) and (Fox E. , Sudderth, Jordan, & Willsky, 2010). In this section we present the sampler for HDP-HMM with DP emission. This algorithm is very similar to the second inference algorithm for HDP presented in ‎3.4.2. The algorithm is divided into two steps: the first step is to sample the augmented stateand the second is to sample.

In order to sample  we need to have the posterior. By inspecting Figure 3 and using the chain rule we can write the following relationship for this posterior.

[bookmark: ZEqnNum338243]		


The reason that we have summed overin the last line is because we are interested to calculate the likelihood for each state. This equation also tells us that we should first sample the stateand then conditioned on the current state, sample the mixture component for that state. In ‎B.1. we will derive the following relationships for the component of .  is written for Gaussian emissions but we can always use the general relationship  for an arbitrary emission distribution.  
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After samplingwe have to samplebut from  we see that we need to know the distribution of the number of tables considering dish (). The approach is to first find the distribution of tables serving dish (). In this algorithm, instead of using the approach based on Stirling numbers, we can obtain this distribution by a simulation of the CRF, and then adjust this distribution to obtain the real distribution of considered dishes by tables. To review the reason that this adjustment is necessary, we should notice thatintroduces a non-informative bias to each restaurant so customers are more likely to select the specialty dish of the restaurant. In order to obtain the considered dish distribution we should reduce this bias from the distribution of the served dish. This can be done using an override variable. Supposetables are serving dishin restaurant. If then since the served dish is not the house specialty but if then there is probability that tables are overridden by the house specialty. Suppose that is the override variable with prior , we can write:

		

The sum of these Bernoulli random variables is a binomial random variable and finally we can calculate the number of tables that considered ordering dishby . 
1. 

Given a previous set of and

For all.

For each of thecurrently instantiated states compute:
· 
The predictive conditional distributions for each of the  currently instantiated mixture components for this state, and also for a new component and for a new state.


			

		

		
· The predictive conditional distribution of the HDP-HMM state without knowledge of the current mixture component.

		

 Sample:

		


Sample conditioned on:

		



If increase theand transform as

		


Ifincrement.







Update the cache. If there is a state withor removeand decrease. If remove the componentand decrease.
Sample auxiliary variables by simulating a CRF:






For eachsetand. For each customer in restauranteating dish(), sample:

		



Incrementand if increment.


For each,sample the override variables in restaurant:

		

Set the number of informative tables in restaurant:

[bookmark: ZEqnNum170844]		

Sample:

		


Optionally sample hyper-parametersand.     
[bookmark: _Toc318303872]Block Sampler






The problem with the direct assignment sampler mentioned in the previous section is the slow convergence rate since we sample states sequentially. The sampler can also group two temporal sets of observations related to one underlying state into two separate states. However, in the last sampling scheme we have not used the Markovian structure to improve the performance. In this section a variant of forward-backward procedure is incorporated in the sampling algorithm that enables us to sample the state sequenceat once. However, to achieve this goal, a fixed truncation level should be accepted which in a sense reduces the model into a parametric model (Fox E. , Sudderth, Jordan, & Willsky, 2011). However, it should be noted that the result is different from a classical parametric Bayesian HMM since the truncated HDP priors induce a shared sparse subset of thepossible states (Fox E. , Sudderth, Jordan, & Willsky, 2011). In short, we obtain an approximation to the nonparametric Bayesian HDP-HMM with maximum number of possible states set to. However, for almost all applications this should not cause any problem if we set reasonably high. The approximation used in this algorithm is the degreeweak limit approximation to the DP (Ishwaran & Zarepour, 2002) which is defined as:

[bookmark: ZEqnNum641526]		

Using is approximated as (Fox, Sudderth, Jordan, & Willsky, Supplement to " A Sticky HDP-HMM with Application to Speaker Diarization", 2010):

		
 Similar to  we can write:

		
And posteriors are (similar to ):

[bookmark: ZEqnNum825115]		




In  is the number of transitions from stateto stateand is the same as .  

Finally an orderweak limit approximation is used for the DP prior on the emission parameters:

		



The forward-backward algorithm for the joint sample  andgiven can be obtained by:

[bookmark: ZEqnNum579957]		



The right side of equation  has two parts: forward and backward probabilities (Rabiner, 1989).The forward probability includes    and backward probability includes. It seems that the authors in this work approximate the forward probabilities with, and for backward probabilities we have:

		
As a result we would have (Fox E. , Sudderth, Jordan, & Willsky, 2010) :

		

where for Gaussian emission for components are given by 
The algorithm is as follows (Fox E. , Sudderth, Jordan, & Willsky, 2010):
1. 

Given the previous and.
1. 

For, initialize messages to 
1. 

Forand compute

		


Sample the augmented state sequentially and start from:




Set andforand

  For all compute: 

		

Sample augmented state:

		



Increase andand add to the cached statistics. 

		

Sample  similar to the previous algorithm

Update :

		

For :
· 

Sample and:

		
· 
For  sample:

		


Set and


Optionally sample hyper-parametersand.     
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Hyper-parameters includingandcan also be inferred like other parameters of the model (Fox, Sudderth, Jordan, & Willsky, 2010).

Posterior for


Consider the probability of data to sit behind table:

		





This equation can be written by considering equation  and . From this equation we can say customer table assignment follows a DP with concentration parameter. Antoniak (Antoniak, 1974) has shown that if  then the distribution of the number of unique values of  resulting from draws from has the following form:
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Where is the Stirling number of the first kind. Using these two equations the distribution of the number of tables in the restaurantis as follows:

		

The posterior overis as follows:

		


The reason for the last line is that is not a function of and therefore can be ignored.


By substitution of  and also by considering that  we obtain: 

		


Finally by considering the fact that we have placed a prior on we can write:


		
Wherecan be either one or zero. For marginal probabilities we obtain:

		

		

		

 Posterior of


Similar to the discussion for  if we want to find the distribution of the unique number of dishes served in the whole franchise we would have. Therefore for the posterior distribution of we can write:

		


By considering the fact that that prior overiswe can finally write:

		
And finally for the marginal distributions we have:

		

		

		

Posterior of 




The posterior foris obtained in a similar way to. We use two auxiliary variablesand and the final marginalized distributions are:

		

		

		
It should be noted that in cases where we use auxiliary variables we prefer to iterate several times before moving to the next iteration of the main algorithm. 

Posterior of 




By definition  and by considering the fact that the prior on is and we can write:

		
[bookmark: _Toc318303874]Online learning

The last two approaches are based on batch learning methodology. One problem with these methods is the need to run the whole algorithm for the whole data set when new data points become available. More than that, for large datasets we might face some practical constraints such as memory size. Another alternative approach is to use sequential learning techniques which essentially let us update models once a new data point becomes available. The algorithm that we are describing here is adapted from  (Rodriguez, 2011), but the main idea for a general case is published in (Carvalho, Johannes, Lopes, & Polson, 2010) and (Carvalho, Lopes, Polson, & Taddy, 2010). For Bayesian problems different versions of particle filters are used to replace batch MCMC methods. For further information about particle filters refer to (Cappe, Godsill, & Moulines, 2007). It should be noted that this algorithm is developed for the non-sticky () HDP-HMM with one mixture per state but generalization to sticky HDP-HMM with DP emissions is straightforward.
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PL is proposed in (Carvalho, Johannes, Lopes, & Polson, 2010) and (Carvalho, Lopes, Polson, & Taddy, 2010) and is a special formulation of augmented particle filters.  A general mixture model that PL is supposed to infer can be represented by:

		

In this set of equations, the first line is the observation equation and the second line is the state evolution which, in case of mixtures, indicates which component is assigned to the observations and





In order to estimate states and parameters we should define an “essential state vector”where andare the state sufficient statistics andis the parameter sufficient statistics (Carvalho, Johannes, Lopes, & Polson, 2010). After observing, particles should be updated based on:
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   A particle approximation to  is:

		




   Using this approximation we can generate propagated samples from the posterior  to approximate. Sufficient statistics can be updated using a deterministic mapping and finally parameters should be updated using sufficient statistics. The main condition for this algorithm to be possible is the tractability ofand. The PL algorithm is as follows:
1. 

Resample particleswith weights 


Propagate new states using

Update state and parameter sufficient statistics deterministically 


Samplefrom  



After one sequential run through the data we can use smoothing algorithms to obtain. The algorithm is repeatedto generatesample paths. 
1. 

Samplefrom output of particle filter

For 

Sample 
PL for HDP-HMM











In this algorithm we use whereis the state,is the number of states at time,is the number of transitions from stateto stateat time,is the sufficient statistics for state at time  and other variables have the same definitions as previous sections (the last three are auxiliary variables which are used to infer hyper-parameters.).   

From  and by setting we can write:

		


In this equation  is the next state  that we have not seen yet. Because of this we should integrate this out by summing over all possibilities. The result is:

		
After normalization we can write:

		

		
The algorithm is as follow:
1. 

Compute where  and we have:

		

Where  is similar to . 

Sample from

		

Propagate the particles to generate:

 Sample :

		
Update the number of states:

		
Update the sufficient statistics:

		

If :

		
Hyper-parameters update:

Sample :

		
Alternatively we can simulate a CRF instead of computing Stirling numbers.


 Sample by first sample:

		

Samplingusing auxiliary variables:

		

 Resample:

		


After finishing this inference step, we can optionally smooth the states using an algorithm similar to the one discussed in ‎4.2.4.1. However one drawback of this algorithm is the fact that paths forare coupled together since we integrate outfor the inference algorithm. To improve particle diversity we can sample transition probability and emission parameters explicitly. The smoothing algorithm would be as follows:
1. 
Sample

Sample 	

		


Sample from the .



Sample using a single run of Forward-Backward algorithm applications. Use andas parameters for the Forward-Backward algorithm.
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One of the applications of HDP-HMM, which is extensively discussed in (Fox E. , Sudderth, Jordan, & Willsky, 2011), is speaker diarization. In this application, we are interested to segment an audio file into time intervals associated with different speakers. If the number of speakers is known a priori a classic HMM can be used and each speaker can be modeled as different states of HMM. However, in real world applications the number of speakers is not known and therefore nonparametric models are a natural solution. It has been shown in (Fox E. , Sudderth, Jordan, & Willsky, 2011) that HDP-HMM can produce results comparable to other state of the art systems. 
Another application which is cited as an application of HDP-HMM is word segmentation (Teh & Jordan, 2010). In this problem, we have an utterance and we are interested to segment it into words. Each word can be represented as a state in a HDP-HMM and transition distributions can define a grammar over words.
[bookmark: _Toc318303876]Conclusion
In this report, we have investigated hierarchical Dirichlet processes and its application to extend HMMs into infinite HMMs. We also reviewed two inference algorithms for HDP and three inference algorithms for HDP-HMM. 
HDP-HMM seems to be a good candidate for many applications which traditionally use HMMs. Using a nonparametric Bayesian approach could help us to automatically learn the complexity of the models from the data instead of relying on heuristic tuning methods. Moreover, the framework can provide a generic and simple approach to organize all models (i.e. different HMMs in a speech recognizer) in a well-defined hierarchy and tie parameters of different models using Bayesian hierarchical methods. The definition of HDP-HMM (with DP emission) can also be altered to include another HDP that links DP emissions of different states together (to link different components of mixture models together.)  Another area of work is in inference algorithms. We have presented three algorithms based on Gibbs sampling. It seems block and sequential samplers have some interesting properties that make them reasonable candidates for big datasets. Particularly it seems easy to build a parallel implementation of sequential sampler which can be an important factor for large scale problems. Studying other kinds of inference methods like variational methods or parallel implementation of these algorithms can be a subject of further research.   
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In this lemma we show 
We know:


Using this equation we can write:









 We know .Let be a random partition on, define  from and the definition of DP we have:

[bookmark: ZEqnNum300126]		
Using ,  and we obtain:

		

Since this is correct for every finite partition of positive integers we conclude that 

Now for a partition and aggregation property of Dirichlet distribution we obtain:

		
Using the neutrality property of a Dirichlet distribution:

		


Notice that and also defining  we have:

		
Using ‎Lemma A.1.1

		

[bookmark: _Ref316902803][bookmark: _Toc318303880]Deriving Posterior and Predictive Distributions
Derivation of equation:










Sinceis a random distribution, we can draw from it. Let assumeare i.i.d. draws from. takes value insince is a distribution over.Letbe a finite measureable partition ofand. By using the conjugacy and also definition of DP we can write:

		




This shows the posterior ofis a DP with concentration parameter equal toand mean of. We also know  so we can write:

		
Derivation of equation:



Similar to the last proof, letbe a finite measureable partition ofand

		



Sois a DP with concentration and mean and finally we can write:

		
Derivation of equation:

For:

[bookmark: ZEqnNum503119]		

[bookmark: ZEqnNum705209]		
From and :

		


Derivation of Equation is very similar to the above lines and we just need to calculate the expectation ofinstead of.

Deration of Equation


We know that   and also we know that we can writehas two parts; one is a draw form a DP and the other is a draw from a multinomial distribution:

		






Letbe a partition onwherecontains the wholeexcept spikes located atandcontains spikes. We can write:

		
And as a result we can write:

		

Derivation of equation  follows the same lines.		 

[bookmark: _Toc318303881]Derivation of HDP-HMM Relationships

[bookmark: _Toc318303882][bookmark: _Ref317251883]Derivation of the posterior distribution for
[bookmark: _Ref317268332]

		



Derivation of:
By using the chain rule and graphical model of Figure 3 we can write:

		


For and we can write:

[bookmark: ZEqnNum599663]		

For      

[bookmark: ZEqnNum993994]		


Using the fact that has a multinomial distribution,, and by using ‎Lemma B.1.1:

[bookmark: ZEqnNum540077]		



In the equation above, denotes the number of transitions from state to state. Using , , , and after some algebra we can obtain: 


		

Equation  can be obtained similar to . Notice in this case that for each state we have a DP and therefore numbers of data points for DP are all data points associated with that state.


Equation  can be obtained similar to . The only difference is that we only consider observations assigned to stateand.   
[bookmark: ZEqnNum757621][bookmark: end_page]


	\
Update: February 29, 2012

image1.png




image47.wmf
j

G


oleObject493.bin

image499.wmf
()

1

i

t

a

+


oleObject494.bin

image500.wmf
(

)

(

)

()

1

()()()

,11

()

()

1

,1

()()

1

()()()()

111,1

1

~1,

~

~,log

i

t

iii

lttlt

i

i

lt

lt

ii

tlt

L

iiii

tattlt

l

Betan

n

uBer

n

Gamamub

a

Va

a

aV

+

++

+

+

+

++++

=

+

æö

ç÷

ç÷

+

èø

æö

ç÷

+--

ç÷

èø

å

g

g

g

ggg


oleObject495.bin

image501.wmf
b


oleObject496.bin

image502.wmf
(

)

()

1

()()

1,1,11

,,1

~,...,,

i

t

ii

ttt

Lt

Dirmm

bg

+

+++

+

g

g


oleObject497.bin

image503.wmf
1

,...,

T

zz


oleObject45.bin

oleObject498.bin

image504.wmf
l

p


oleObject499.bin

image505.wmf
()

()

1

1

~

i

T

N

b

T

Z

i

Z

N

d

=

å


oleObject500.bin

image506.wmf
{

}

()

b

l

p


oleObject501.bin

image507.wmf
{

}

(

)

()()

()()()()()()()

11

~,,...,

bb

TT

bbbbbbb

llTlT

LlLT

Dirnnn

pabb

+++

g


oleObject502.bin

image508.wmf
{

}

()

b

l

q


image48.wmf
0

G


oleObject503.bin

image509.wmf
(

)

{

}

,,,,,

|

lTlT

l

Sn

NIW

lzJn

ql

=D

g


oleObject504.bin

image510.wmf
()()

1

,...,

bb

T

zz


oleObject505.bin

image511.wmf
{

}

()

b

l

p


oleObject506.bin

image512.wmf
{

}

()

b

l

q


oleObject507.bin

image513.wmf
(

)

1

1

1

k

kkl

l

vv

p

-

=

=-

Õ


oleObject46.bin

oleObject508.bin

image514.wmf
1

1

1

K

kkl

l

v

pp

-

=

æö

=-

ç÷

èø

å


oleObject509.bin

image515.wmf
(

)

1

1213121232

1

1

11(1)(1)(1)....(1)1(1)....(1)

K

k

ll

l

l

vvvvvvvvvvv

p

-

=

=

-=------=----=-

å

Õ


oleObject510.bin

image516.wmf
(

)

1

1

1

k

kkl

l

vv

p

-

=

Þ=-

Õ


oleObject511.bin

image517.wmf
·


oleObject512.bin

image518.wmf
**

1

k

jjk

k

G

q

pd

¥

=

=

å


image49.wmf
j

G


oleObject513.bin

image519.wmf
(

)

1

,...,

r

AA


oleObject514.bin

image520.wmf
{

}

**

:,1,...,

lkl

KkAlr

q

=Î=


oleObject515.bin

image521.wmf
(

)

(

)

1010

(),...,()~(),...,()

jjrr

GAGADirGAGA

aa


oleObject516.bin

image522.wmf
11

,...,~,...,

rr

jkjkkk

kKkKkKkK

Dir

ppabab

ÎÎÎÎ

æöæö

ç÷ç÷

ç÷ç÷

èøèø

åååå


oleObject517.bin

image523.wmf
~(,)

j

DP

pab


oleObject47.bin

oleObject518.bin

image524.wmf
{

}

{

}

{

}

(

)

1,...,1,,1,...

kkk

-+


oleObject519.bin

image525.wmf
11

1111

,,~,,

kk

jljkjllkl

llklkk

Dir

pppababab

-¥-¥

==+==+

æöæö

ç÷ç÷

èøèø

åååå


oleObject520.bin

image526.wmf
1

11

1

1

,~,

1

jkjlkl

k

lklk

jl

l

Dir

ppabab

p

¥¥

-

=+=+

=

æöæö

ç÷ç÷

èøèø

-

åå

å


oleObject521.bin

image527.wmf
11

1

k

ll

lkl

bb

¥

=+=

=-

åå


oleObject522.bin

image528.wmf
1

1

1

jk

jk

k

jl

l

v

p

p

-

=

=

-

å


image50.wmf
**

1

k

jjk

k

G

q

pd

¥

=

=

å


oleObject523.bin

image529.wmf
1

~,1

k

jkkl

l

vBeta

abab

=

æö

æö

-

ç÷

ç÷

ç÷

èø

èø

å


oleObject524.bin

image530.wmf
(

)

1

1

1

1

11

k

k

jkjkjljkjl

l

l

vvv

pp

-

-

=

=

æö

=-=-

ç÷

èø

å

Õ


oleObject525.bin

image531.wmf
0

G


oleObject526.bin

image532.wmf
**

θ


oleObject527.bin

image533.wmf
0

G


oleObject48.bin

oleObject528.bin

image534.wmf
**

θ


oleObject529.bin

image535.wmf
Q


oleObject530.bin

image536.wmf
0

G


oleObject531.bin

image537.wmf
Q


oleObject532.bin

image538.wmf
12

,,...,

k

AAA


image51.wmf
(

)

~,

j

DP

pab


oleObject533.bin

image539.wmf
Q


oleObject534.bin

image540.wmf
{

}

**

#:

rir

miA

q

=Î

g


oleObject535.bin

image541.wmf
(

)

(

)

(

)

****

010111

(),...,()|,...,~,...,

knkk

GAGADirHAmHAm

qqgg

++

gg


oleObject536.bin

image542.wmf
0

G


oleObject537.bin

image543.wmf
k

r

r

mm

gg

=

+=+

å

ggg


oleObject49.bin

oleObject538.bin

image544.wmf
**

1

i

n

i

H

m

q

gd

g

=

+

+

å

gg


oleObject539.bin

image545.wmf
****

11

ik

nK

k

ik

m

qq

dd

==

=

åå

g


oleObject540.bin

image546.wmf
**

1

0

|,,~,

k

K

k

k

Hm

GHDPm

m

q

gd

gg

g

=

æö

+

ç÷

ç÷

+

ç÷

+

ç÷

ç÷

èø

å

**

θ

g

gg

gg


oleObject541.bin

image547.wmf
12

,,...,

k

AAA


oleObject542.bin

image548.wmf
Q


image2.jpg
ﬁﬁﬁﬁﬁﬁ




image52.wmf
(

)

00

1

1

1

~,1

1,1,...,

k

jkkl

l

k

jkjkjl

l

vBeta

vvfork

abab

p

=

-

=

æö

æö

-

ç÷

ç÷

ç÷

èø

èø

=-=¥

å

Õ


oleObject543.bin

image549.wmf
{

}

#:

jkjir

niA

q

=Î

g


oleObject544.bin

image550.wmf
(

)

(

)

(

)

110110

(),...,()|,...,~,...,

jjkjjnjkjk

GAGADirGAnGAn

qqaa

++

gg


oleObject545.bin

image551.wmf
j

G


oleObject546.bin

image552.wmf
1

K

jkj

k

nn

aa

=

+=+

å

ggg


oleObject547.bin

image553.wmf
0

1

ji

n

i

j

G

n

q

ad

a

=

+

+

å

gg


oleObject50.bin

oleObject548.bin

image554.wmf
**

0

1

0

|,,~,

k

K

jk

k

jj

j

Gn

GGDPn

n

q

ad

aa

a

=

æö

+

ç÷

ç÷

+

ç÷

+

ç÷

ç÷

èø

å

θ

g

gg

gg


oleObject549.bin

image555.wmf
A

ÌQ


oleObject550.bin

image556.wmf
(

)

(

)

**

1111

0

1

|...|...

1

()

k

jijjijjji

K

jk

j

k

pAEGA

GAn

n

q

qqqqq

ad

a

--

=

éù

Î=

ëû

æö

=+

ç÷

+

èø

å

g

gg


oleObject551.bin

image557.wmf
{

}

{

}

*

***

****

***

:

111

:

jt

jtk

j

kjtjt

jtk

jkjt

t

m

KK

jkjtjt

kkt

t

nn

nnn

q

qq

qqq

qq

d

ddd

=

===

=

=

Þ==

å

åååå

g

gg

ggg


oleObject552.bin

image558.wmf
*

1100

1

1

|...,,~

j

jt

m

jijjijt

j

t

GGn

n

q

qqqaad

a

-

=

æö

ç÷

+

ç÷

+

èø

å

g

g

gg


image53.wmf
[

]

(

)

[

]

(

)

[

]

[

]

1

1

1

1

k

k

k

jkk

kk

jkkk

E

EE

VarEVarVar

bgg

pb

bb

pbb

a

-

-

=+

éù

=

ëû

éù

-

éù

=+>

êú

ëû

+

ëû


oleObject553.bin

image559.wmf
0

G


oleObject554.bin

image560.wmf
j

G


oleObject555.bin

image561.wmf
**

1

0

|,,~,

k

K

k

k

Hm

GHDPm

m

q

gd

gg

g

=

æö

+

ç÷

ç÷

+

ç÷

+

ç÷

ç÷

èø

å

**

θ

g

gg

gg


oleObject556.bin

image562.wmf
0

G


oleObject557.bin

image563.wmf
**

00

111

kj

k

K

kjk

kjk

G

qq

q

ldbadbd

¥¥

===

==+

ååå


oleObject51.bin

oleObject558.bin

image564.wmf
(

)

01

,,...,

k

AAA


oleObject559.bin

image565.wmf
Q


oleObject560.bin

image566.wmf
0

A


oleObject561.bin

image567.wmf
Q


oleObject562.bin

image568.wmf
**

k

q


image54.png
ol ol o
I T ) 0





oleObject563.bin

image569.wmf
,1,...,

j

AjK

=


oleObject564.bin

image570.wmf
(

)

(

)

(

)

(

)

00010000

**

1

0

(),(),...,()~,...,

,

kk

K

kk

k

GAGAGADirFAFA

Hm

mF

m

aa

gd

ag

g

=

+

=+=

+

å

g

gg

gg


oleObject565.bin

image571.wmf
(

)

(

)

011

,,...,~,,...,

KK

Dirmm

bbbg

gg


oleObject566.bin

image572.wmf

oleObject567.bin

image573.wmf
(

)

tt

z,s


image55.wmf
b


oleObject568.bin

image574.wmf
(

)

(

)

(

)

(

)

1

11

1

1

1

1

1

1

kk

k

K

K

k

K

k

k

k

kk

K

K

k

k

k

k

k

Dir

K

k

k

K

k

k

dd

aa

a

a

a

pppp

a

a

a

a

=

--

=

=

=

=

=

=

æö

æö

G

ç÷

ç÷

G

ç÷

èø

=

ç÷

æö

G

ç÷

G

ç÷

ç÷

èø

èø

G

=

æö

G

ç÷

èø

å

Õ

Õ

òò

Õ

å

Õ

å

144424443


oleObject569.bin

image575.wmf
·


oleObject570.bin

image576.wmf
(

)

\

|,,,

tt

pzkz

bak

=


oleObject571.bin

image577.wmf
(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

{

}

(

)

1

\1

11

|,,1

111

|,,,|,,|

|||,,|

||||,,1,,,

t

t

ttiz

i

tktzii

izitt

tktzi

i

pzkzppzd

pzpzkppzd

pzpzkpzzittd

t

t

t

p

t

t

tt

p

tt

p

bakpabkpp

pppabkpp

ppptbakp

-

-

+-

=¹+

+--

=µ

æö

ç÷

µ=

ç÷

èø

µ==¹+

ÕÕ

ò

ÕÕ

ò

Õ

ò


oleObject572.bin

image578.wmf
1

t

zj

-

=


oleObject52.bin

oleObject573.bin

image579.wmf
kj

¹


oleObject574.bin

image580.wmf
(

)

(

)

{

}

(

)

(

)

{

}

(

)

{

}

(

)

{

}

(

)

\11

1

11

1

|,,,|||,,1,,,

|||,,1,,,

||,,1,,,

||,,1,,,

k

j

tttkkk

tjjj

t

t

pzkzpzpzzkttd

pzkpzzjttd

pzzzktt

pzkzzjtt

tt

p

tt

p

tt

tt

bakpptbakp

pptbakp

tbak

tbak

+-

-

+-

-

=µ=¹+

==¹+

µ=¹+

==¹+

ò

ò


oleObject575.bin

image581.wmf
kj

=


oleObject576.bin

image582.wmf
(

)

(

)

(

)

{

}

(

)

{

}

(

)

\11

11

|,,,||||,,1,,,

,||,,1,,,

j

tttjtjjj

tt

pzjzpzpzjpzzjttd

pzjzzzjtt

tt

p

tt

bakppptbakp

tbak

+-

+-

=µ==¹+

µ==¹+

ò


oleObject577.bin

image583.wmf
z

t


image56.wmf
b


oleObject578.bin

image584.wmf
(

)

11

|,~,...,,...,,

jjKK

Dir

pabababkabab

+

+


oleObject579.bin

image585.wmf
{

}

(

)

(

)

{

}

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

11

11

,1

11

||,,|,,||

,

,

,

,

,

,

,

i

k

ik

i

iii

KK

k

ki

k

n

ikiki

kk

k

k

k

kik

k

k

k

kik

k

k

kik

i

k

pzzippzzid

ki

d

ki

ki

kin

ki

kin

kin

n

tttt

p

abkd

p

bakpbakpp

abkd

ppp

abkd

abkd

abkd

abkd

abkd

abkd

ak

ak

abk

--

++

+-

==

===

G+

=

G+

G+

G++

=

G+

G++

G++

G+

=

G++

G+

ò

å

ÕÕ

ò

Õ

å

Õ

Õ

å

g

(

)

(

)

,

k

ki

d

Õ


oleObject580.bin

image586.wmf
ik

n


oleObject581.bin

image587.wmf
i


oleObject582.bin

image588.wmf
j


oleObject53.bin

oleObject583.bin

image589.wmf
(

)

(

)

(

)

(

)

(

)

(

)

{

}

11

1

11

1

1

\

2

1

,,

,1,...,

,

|,,,

,1

tt

t

t

t

zkztt

t

kzt

t

kt

tt

z

k

nzkkz

nzkkK

nzk

pzkz

kK

abkdd

abkd

akd

bak

abb

ak

++

-

-

-+

-

-

-

-

+

ì

æö

++

ï

ç÷

++Î

ç÷

+++

ï

èø

=µ

í

ï

=+

ï

+

î

g


oleObject584.bin

image590.wmf
t

zk

=


oleObject585.bin

image591.wmf
t

sj

=


oleObject586.bin

image57.wmf
{

}

(

)

1

|~()

|,~(,)

|,~()

|~

|,~

j

k

jijj

jikjiji

k

GEM

DP

HH

z

xzF

bgg

pabab

qll

pp

qq

¥

=


image3.wmf
(

)

tt

z,s


oleObject54.bin

image58.wmf
i


oleObject55.bin

image59.wmf
j


oleObject56.bin

image60.wmf
ji

q


oleObject57.bin

image61.wmf
j

G


oleObject58.bin

image62.wmf
*

jt

q


oleObject1.bin

oleObject59.bin

image63.wmf
0

G


oleObject60.bin

image64.wmf
**

k

q


oleObject61.bin

image65.wmf
H


oleObject62.bin

image66.wmf
i


oleObject63.bin

image67.wmf
j


image4.wmf
(

)

0

,

DPG

a


oleObject64.bin

image68.wmf
ji

t


oleObject65.bin

image69.wmf
jt

k


oleObject66.bin

image70.wmf
***

jit

ji

jijtk

qqq

==


oleObject67.bin

image71.jpeg
n—®





image72.wmf
jkt

n


oleObject68.bin

oleObject2.bin

image73.wmf
j


oleObject69.bin

image74.wmf
t


oleObject70.bin

image75.wmf
k


oleObject71.bin

image76.wmf
jk

m


oleObject72.bin

image77.wmf
j


oleObject73.bin

image5.wmf
G


image78.wmf
k


oleObject74.bin

image79.wmf
K


oleObject75.bin

image80.wmf
jk

n

g


oleObject76.bin

image81.wmf
j


oleObject77.bin

image82.wmf
k


oleObject78.bin

oleObject3.bin

image83.wmf
{

}

****

1,...,

k

kK

q

=

=

q


oleObject79.bin

image84.wmf
{

}

1,...,

1,...,

jJ

ji

in

t

=

=

ggg


oleObject80.bin

image85.wmf
{

}

1,....,

1,...,

ji

jt

jJ

in

k

=

=

ggg


oleObject81.bin

image86.wmf
{

}

jtk

n

=

n


oleObject82.bin

image87.wmf
{

}

jk

m

=

m


oleObject83.bin

image6.wmf
Q


image88.wmf
{

}

ji

q

=

θ


oleObject84.bin

image89.wmf
{

}

*

jt

q

=

*

q


oleObject85.bin

image90.wmf
0

G


oleObject86.bin

image91.wmf
**

1

0

|,,~,

k

K

k

k

Hm

GHDPm

m

q

gd

gg

g

=

æö

+

ç÷

+

ç÷

+

ç÷

èø

å

g

gg

gg

*

q


oleObject87.bin

image92.wmf
m

gg


oleObject88.bin

oleObject4.bin

image93.wmf
k

m

g


oleObject89.bin

image94.wmf
k


oleObject90.bin

image95.wmf
j

G


oleObject91.bin

image96.wmf
j

n

gg


oleObject92.bin

image97.wmf
j


oleObject93.bin

image7.wmf
(

)

12

,,...,

r

AAA


image98.wmf
jk

n

g


oleObject94.bin

image99.wmf
j


oleObject95.bin

image100.wmf
k


oleObject96.bin

image101.wmf
**

0

1

0

|,,~,

k

K

jk

k

jj

j

Gn

GGDPn

n

q

ad

aa

a

=

æö

+

ç÷

+

ç÷

+

ç÷

èø

å

j

θ

g

gg

gg


oleObject97.bin

image102.wmf
j

G


oleObject98.bin

oleObject5.bin

image103.wmf
0

G


oleObject99.bin

image104.wmf
j

G


oleObject100.bin

image105.wmf
.

*

1,100

1

|,...,,,~

j

jt

m

jt

jijji

jj

t

n

GG

nn

q

a

qqqad

aa

-

=

+

++

å

g

gggg


oleObject101.bin

image106.wmf
0

G


oleObject102.bin

image107.wmf
**

***

1,1

1

|,...,,,~

k

K

k

jtjjt

k

k

m

HH

mm

q

g

qqqgd

gg

-

=

+

++

å

g

ggg


oleObject103.bin

image8.wmf
Q


image108.wmf
(

)

(

)

**

0101

0

000

1

,,...,|,,~,,...,

|,~,

k

KK

K

k

k

GDirmm

GHDPH

GG

q

bbbgg

gg

bbd

=

¢

¢

=+

å

*

θ

gg


oleObject104.bin

image109.wmf
**

01011

000

0

1

,,...,|,~(,,...,)

|,~(,)

k

jjjKjKjK

j

K

jjjjk

k

Dirnn

GGDPG

GG

q

pppaababab

aab

ppd

=

++

¢¢

¢

=+

å

j

θ

gg


oleObject105.bin

image110.wmf
0

G


oleObject106.bin

image111.wmf
(,)

DPH

g


oleObject107.bin

image112.wmf
j

G


oleObject108.bin

oleObject6.bin

image113.wmf
**

k

q


oleObject109.bin

image114.wmf
00

(,)

DPG

ab

¢


oleObject110.bin

image115.wmf
log

j

j

n

mO

a

a

æö

Î

ç÷

èø

gg

g


oleObject111.bin

image116.wmf
0

G


oleObject112.bin

image117.wmf
logloglog

jj

jj

mn

KOO

a

gg

gga

æö

æöæö

Î=

ç÷

ç÷ç÷

ç÷

èøèø

èø

åå

ggg


oleObject113.bin

image9.wmf
(

)

(

)

(

)

1

,...,

r

GAGA


image118.wmf
{

}

ji

x

=

x


oleObject114.bin

image119.wmf
{

}

|

jiji

xtt

==

jt

x


oleObject115.bin

image120.wmf
{

}

ji

t

=

t


oleObject116.bin

image121.wmf
{

}

jt

k

=

k


oleObject117.bin

image122.wmf
{}

ji

z

=

z


oleObject118.bin

oleObject7.bin

image123.wmf
ji

jijt

zk

=


oleObject119.bin

image124.wmf
ji

x


oleObject120.bin

image125.wmf
ji

-


oleObject121.bin

image126.wmf
\

ji

ji

xx

-

=

x


oleObject122.bin

image127.wmf
ji

jt

n

-

g


oleObject123.bin

image10.wmf
(

)

(

)

(

)

(

)

(

)

(

)

1010

,...,~,...,

rr

GAGADirGAGA

aa


image128.wmf
j


oleObject124.bin

image129.wmf
t


oleObject125.bin

image130.wmf
ji

x


oleObject126.bin

image131.wmf
(

)

F

q


oleObject127.bin

image132.wmf
(

)

|

f

q

g


oleObject128.bin

oleObject8.bin

image133.wmf
H


oleObject129.bin

image134.wmf
(

)

h

g


oleObject130.bin

image135.wmf
F


oleObject131.bin

image136.wmf
ji

x


oleObject132.bin

image137.wmf
k


oleObject133.bin

image11.wmf
(

)

(

)

000

1

1

1

|,~1,,|,~

1,

k

kk

k

kklk

k

l

vGBetaGG

vG

q

aaqa

bbbd

-

¥

=

=

=-=

å

Õ


image138.wmf
ji

x


oleObject134.bin

image139.wmf
(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

\

|

,1,...,,

|

|,

kji

ji

kji

ji

new

ji

jiDx

x

kji

ji

jiDx

x

new

jiji

k

hfxd

fxkK

hfxd

fxhfxdkk

q

q

q

qlq

qlq

qlq

¢¢

¢¢

ÎÈ

-

¢¢

¢¢

Î

-

==

==

Õ

ò

Õ

ò

ò


oleObject135.bin

image140.wmf
{

}

:

ji

kjt

Djikk

¢¢

¢

¢¢

==


oleObject136.bin

image141.wmf
k


oleObject137.bin

image142.wmf
(

)

{

}

,,,

NIW

lzJn

l

=D


oleObject138.bin

oleObject9.bin

image143.wmf
{

}

,

kkk

qm

=S


oleObject139.bin

image144.wmf
k


oleObject140.bin

image145.wmf
{

}

()

1

L

l

l

x

=


oleObject141.bin

image146.wmf
{

}

()

1

L

l

l

x

=


oleObject142.bin

image147.wmf
{

}

|,1,...,,1,...,

ji

ji

jt

xkkjJin

¢¢

-

¢¢

¢¢

===

ggg


oleObject143.bin

image12.wmf
b


image148.wmf
()

1

()()

1

T

k

k

L

l

kk

l

L

llTT

kk

l

L

L

x

xx

zz

nn

zJzJ

nnzJJzJJ

=

=

=+

=+

=+

D=D++-

å

å


oleObject144.bin

image149.wmf
k

q


oleObject145.bin

image150.wmf
1

k

d

n

-+


oleObject146.bin

image151.wmf
d


oleObject147.bin

image152.wmf
(

)

(

)

(

)

(

)

(

)

(

)

1

1

1

;,,1,...,

1

1

;,,

1

ji

k

ji

new

kk

x

kjidjikk

kk

x

new

jidji

k

fxtxkK

d

fxtxkk

d

n

n

zn

J

zn

zn

J

zn

-

--

-

--

æö

+

ç÷

=D=

ç÷

--

èø

æö

+

=D=

ç÷

ç÷

--

èø


oleObject148.bin

oleObject10.bin

image153.wmf
(

)

1

k

d

n

>+


oleObject149.bin

image154.wmf
ji

q


oleObject150.bin

image155.wmf
*

jt

q


oleObject151.bin

image156.wmf
x


oleObject152.bin

image157.wmf
ji

t


oleObject153.bin

image13.wmf
(

)

~

GEM

ba


image158.wmf
jt

k


oleObject154.bin

image159.wmf
1

K

+


oleObject155.bin

image160.wmf
K


oleObject156.bin

image161.wmf
k


oleObject157.bin

image162.wmf
t


oleObject158.bin

oleObject11.bin

image163.wmf
1,...,,1,....,

j

jJin

==

gg


oleObject159.bin

image164.wmf
ji

x


oleObject160.bin

image165.wmf
1,...,,

new

kKk

=


oleObject161.bin

image166.wmf
new

ji

tt

=


oleObject162.bin

image167.wmf
(

)

(

)

(

)

1

|,,

ji

ji

new

ji

K

x

x

jinew

k

jijikjiji

k

k

m

pxttfxfx

mm

g

gg

-

-

-

-

=

==+

++

å

tk

g

gggg


oleObject163.bin

image14.wmf
0

G


image168.wmf
ji

t


oleObject164.bin

image169.wmf
(

)

(

)

(

)

,if t previously used

|,

|,,,if t

ji

jt

x

ji

jtji

k

ji

ji

jinewnew

jiji

nfx

ptt

pxttt

a

-

-

-

-

ì

ï

=µ

í

==

ï

î

tk

tk

g


oleObject165.bin

image170.wmf
ji

t


oleObject166.bin

image171.wmf
new

t


oleObject167.bin

image172.wmf
new

jt

k


oleObject168.bin

oleObject12.bin

image173.wmf
(

)

(

)

(

)

,If k previously used

|,

,If k =k

jiji

new

new

ji

new

xx

kkji

jt

jt

x

new

ji

k

mfx

pkk

fx

g

--

-

-

ì

ï

=µ

í

ï

î

tk

g


oleObject169.bin

image174.wmf
new

kk

=


oleObject170.bin

image175.wmf
K


oleObject171.bin

image176.wmf
t


oleObject172.bin

image177.wmf
jt

k


oleObject173.bin

image15.wmf
a


image178.wmf
1,...,,1,...,

j

jJtm

==

g


oleObject174.bin

image179.wmf
jt

x


oleObject175.bin

image180.wmf
1,...,,

new

kKk

=


oleObject176.bin

image181.wmf
jt

k


oleObject177.bin

image182.wmf
(

)

(

)

(

)

,If k previously used

|,

,If k =k

new

kk

jt

new

k

mf

pk

f

g

--

-

ì

ï

µ

í

ï

î

jtjt

jt

xx

jt

-jt

x

jt

x

tk

x

g


oleObject178.bin

oleObject13.bin

image183.wmf
new

kk

=


oleObject179.bin

image184.wmf
K


oleObject180.bin

image185.wmf
ji

t


oleObject181.bin

image186.wmf
ji

jt

n

-

g


oleObject182.bin

image187.wmf
a


oleObject183.bin

image16.wmf
1

1100

1

1

|,...,,,~

11

k

i

ii

k

GG

NN

q

a

qqqad

aa

-

-

=

+

-+-+

å


image188.wmf
ji

x


oleObject184.bin

image189.wmf
ji

tt

=


oleObject185.bin

image190.wmf
t


oleObject186.bin

image191.wmf
(

)

ji

x

kji

fx

-


oleObject187.bin

image192.wmf
new

ji

tt

=


oleObject188.bin

oleObject14.bin

image193.wmf
0

G


oleObject189.bin

image194.wmf
0

G


oleObject190.bin

image195.wmf
0

G


oleObject191.bin

image196.wmf
j

G


oleObject192.bin

image197.wmf
{

}

ji

z


oleObject193.bin

image17.wmf
a


image198.wmf
b


oleObject194.bin

image199.wmf
{

}

j

jJ

p

Î


oleObject195.bin

image200.wmf
b


oleObject196.bin

image201.wmf
{

}

jk

m


oleObject197.bin

image202.wmf
z


oleObject198.bin

oleObject15.bin

image203.wmf
b


oleObject199.bin

image204.wmf
{

}

j

p


oleObject200.bin

image205.wmf
1,...,,1,....,

j

jJin

==

gg


oleObject201.bin

image206.wmf
ji

x


oleObject202.bin

image207.wmf
1,...,,

new

kKk

=


oleObject203.bin

image18.wmf
**

1

,...,

K

qq


image208.wmf
ji

z


oleObject204.bin

image209.wmf
(

)

(

)

0

If k previously used

(|,)

If k=k

ji

ji

new

x

jkkji

ji

ji

x

new

jji

k

fx

pz

fx

p

b

p

-

-

-

ì

ï

µ

í

ï

î

z


oleObject205.bin

image210.wmf
new

k


oleObject206.bin

image211.wmf
1

ji

zK

=+


oleObject207.bin

image212.wmf
1

KK

=+


oleObject208.bin

oleObject16.bin

image213.wmf
(

)

(

)

(

)

(

)

(

)

(

)

0

010000

000000

0100

|~,1

,,(1)

|,,~,(1)

,~,(1)

newnew

K

j

newnew

jjKjjjj

vBeta

v

vBetavv

vv

gg

bbbnb

abnabab

pppp

+

+

=-

-

-


oleObject209.bin

image214.wmf
{

}

jk

m


oleObject210.bin

image215.wmf
(,)

snm


oleObject211.bin

image216.wmf
{

}

jk

m


oleObject212.bin

image217.wmf
.

jk

n


oleObject213.bin

image19.wmf
k

m


image218.wmf
(

)

(

)

(

)

(|,,,)(,)

m

k

jkjkjkk

kjk

pmmnsnm

n

ab

baab

ab

G

==

G+

z

gg

g


oleObject214.bin

image219.wmf
b


oleObject215.bin

image220.wmf
p


oleObject216.bin

image221.wmf
b


oleObject217.bin

image222.wmf
p


oleObject218.bin

oleObject17.bin

image223.wmf
~

jij

z

p


oleObject219.bin

image224.wmf
ji

z


oleObject220.bin

image225.wmf
0

b


oleObject221.bin

image226.wmf
{

}

jk

m


oleObject222.bin

image227.wmf
t


oleObject223.bin

image20.wmf
l

q


image228.wmf
t

z


oleObject224.bin

image229.wmf
j


oleObject225.bin

image230.wmf
j

p


oleObject226.bin

image231.wmf
1

~

t

tz

z

p

-


oleObject227.bin

image232.wmf
(

)

~

t

tz

xF

q


oleObject228.bin

oleObject18.bin

image233.wmf
t

z


oleObject229.bin

image234.wmf
k


oleObject230.bin

image235.wmf
0

k

=


oleObject231.bin

image236.wmf
(,)

tt

zs


oleObject232.bin

image237.wmf
{

}

{

}

(

)

1

**

1

1

**

1

|~()

|,~(,)

|,~()

|,~

|,~

t

t

j

j

j

ttjz

j

tjtz

j

GEM

DP

HH

zz

xzF

bgg

abkd

pabak

ak

qll

pp

qq

-

¥

-

=

¥

=

+

+

+


oleObject233.bin

image21.wmf
*

k

q


image238.wmf
{

}

{

}

{

}

(

)

1

**

1

1

1

**

,1

|~()

|,~(,)

|~()

|,~()

|,~

|,~

|,~

t

t

tt

j

j

j

kj

ttjz

j

tjtz

j

tkjtzs

kj

GEM

DP

GEM

HH

zz

sz

xzF

bgg

abkd

pabak

ak

yss

qll

pp

yy

qq

-

¥

-

=

¥

=

¥

=

+

+

+


oleObject234.bin

image239.jpeg




image240.wmf
t

x


oleObject235.bin

image241.wmf
j


oleObject236.bin

image242.wmf
t

zj

=


oleObject237.bin

image243.wmf
1

t

x

+


oleObject19.bin

oleObject238.bin

image244.wmf
t

x


oleObject239.bin

image245.wmf
t

zj

¹


oleObject240.bin

image246.wmf
t

z


oleObject241.bin

image247.wmf
(

)

,

tt

zs


oleObject242.bin

image248.wmf
b


image22.wmf
*

1100

1

|,...,,,~

11

k

K

k

ii

k

m

GG

NN

q

a

qqqad

aa

-

=

+

-+-+

å


oleObject243.bin

image249.wmf
(

)

,

tt

zs


oleObject244.bin

image250.wmf
(

)

(

)

(

)

{

}

(

)

{

}

(

)

(

)

{

}

(

)

{

}

(

)

(

)

\\1:

\\1:\\1:

\

,|,,,,,,,

|,,,,,|,,,,,,

||,,||,,

|,,,||,,||,,

t

ttttT

ttttTtttT

ttt

ttttt

s

pzksjzsx

psjzkzsxpzkzsx

psjszktpxxzksjt

pzkzpxxzkstpsszkt

tttt

tttt

baskl

slbakl

tst

baktts

===

===µ

==¹==¹

==¹=¹

å


oleObject245.bin

image251.wmf
t

s


oleObject246.bin

image252.wmf
t

z


oleObject247.bin

image253.wmf
(

)

(

)

(

)

(

)

(

)

(

)

(

)

{

}

11

1

111

1

1

\

2

1

,,,

,1,...,

,

|,,,

,1

tt

t

t

t

zkzttt

t

kzkt

t

kt

tt

z

k

nkzzkkz

nzkkK

nzk

pzkz

kK

abkddd

abkd

akd

bak

abb

ak

++

-

-

+-+

-

-

-

-

+

ì

æö

+++

ï

ç÷

++Î

ç÷

+++

ï

èø

=µ

í

ï

=+

ï

+

î

g


oleObject20.bin

oleObject248.bin

image254.wmf
{

}

(

)

{

}

,1,...,

||,,

,1

t

kj

k

t

k

t

k

t

k

n

jK

n

psjszkt

jK

n

tt

s

ts

s

s

-

-

-

ì

¢

¢

Î

ï

¢

+

ï

==¹=

í

ï

¢

=+

ï

¢

+

î

g

g


oleObject249.bin

image255.wmf
{

}

(

)

(

)

(

)

{

}

(

)

(

)

(

)

{

}

(

)

(

)

1

1

1

1

||,,;,,1,...,,1,...,

1

1

||,,;,,1,...,,

1

1

||,;,

kj

new

kj

new

k

kjkj

ttdtkjkjk

kjkj

newnew

ttdt

new

tdt

pxxzksjttxkKjK

d

pxxzksjttxkKjj

d

pxxzkttx

ttn

ttn

ttn

zn

tJ

zn

zn

tJ

zn

z

tJ

--

--

--

æö

+

ç÷

¢

==¹=D==

ç÷

--

èø

æö

+

==¹=D==

ç÷

ç÷

--

èø

+

=¹=

(

)

,

1

new

kk

d

n

zn

æö

D=

ç÷

ç÷

--

èø


oleObject250.bin

image256.wmf
(

)

,

tt

zs


oleObject251.bin

image257.wmf
b


oleObject252.bin

image258.wmf
k


image23.wmf
i

q


oleObject253.bin

image259.wmf
{

}

1

K

k

k

m

=

g


oleObject254.bin

image260.wmf
k


oleObject255.bin

image261.wmf
{

}

1

K

k

k

m

=

g


oleObject256.bin

image262.wmf
k


oleObject257.bin

image263.wmf
jk

m


oleObject21.bin

oleObject258.bin

image264.wmf
k


oleObject259.bin

image265.wmf
j


oleObject260.bin

image266.wmf
kj

¹


oleObject261.bin

image267.wmf
jkjk

mm

=


oleObject262.bin

image268.wmf
kj

=


image24.wmf
a


oleObject263.bin

image269.wmf
jt

w


oleObject264.bin

image270.wmf
(

)

|~

jt

p

wrr


oleObject265.bin

image271.wmf
(

)

(

)

(

)

(

)

|,,|,,|

10

1

jtjtjtjtjt

jjt

jt

pkjpkjp

wbrwbrwr

brw

rw

=µ=

ì

-=

ï

µ

í

=

ï

î


oleObject266.bin

image272.wmf
k


oleObject267.bin

image273.wmf
(

)

(1)(1)

1:1:

,

nn

TT

zs

--


oleObject22.bin

oleObject268.bin

image274.wmf
(1)

n

b

-


oleObject269.bin

image275.wmf
{

}

1,2,...,

tT

Î


oleObject270.bin

image276.wmf
K


oleObject271.bin

image277.wmf
k

K

¢


oleObject272.bin

image278.wmf
{

}

(

)

,

()||,,

t

kj

kjttt

t

k

n

fxpxxzksjt

n

tt

t

s

-

-

æö

¢

¢

===¹

ç÷

ç÷

¢

+

èø

g


image25.wmf
J


oleObject273.bin

image279.wmf

oleObject274.bin

image280.wmf
{

}

(

)

,1

()||,,

k

new

kKttt

t

k

fxpxxzksjt

n

tt

s

t

s

¢

+

-

===¹

¢

+

g


oleObject275.bin

image281.wmf
{

}

(

)

,0

()||,

new

new

tt

t

k

fxpxxzkt

n

tt

s

t

s

-

æö

¢

==¹

ç÷

¢

+

èø

gg


oleObject276.bin

image282.wmf
(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

11

1

111

1

1

,,1

1

2

1

1

,0

,,,

,

,

(),1,...,

(),1

tt

t

k

k

t

new

t

zkzttt

t

ktkzt

t

kt

K

kjtkKt

j

z

k

Ktt

k

nkzzkkz

fxnzk

nzk

fxfxkK

fxfxkK

abkddd

abkd

akd

abb

ak

++

-

-

+-+

-

-

-

-

¢

¢

+

=

+

+

æö

+++

ç÷

=++

ç÷

+++

èø

æö

¢

+=

ç÷

ç÷

èø

¢

==+

+

å

g


oleObject277.bin

image283.wmf
t

z


oleObject23.bin

oleObject278.bin

image284.wmf
(

)

1

1

~(,)()(,1)

K

tkttKtt

k

zfxzkfxzK

dd

+

=

++

å


oleObject279.bin

image285.wmf
t

s


oleObject280.bin

image286.wmf
t

z


oleObject281.bin

image287.wmf
,,1

1

~()(,)()(,1)

k

k

K

tkjttkKttk

j

sfxsjfxsK

dd

¢

¢

+

=

¢¢

++

å


oleObject282.bin

image288.wmf
1

kK

=+


image26.wmf
{

}

0

~(,)

j

GDPG

a


oleObject283.bin

image289.wmf
K


oleObject284.bin

image290.wmf
b


oleObject285.bin

image291.wmf
(

)

(

)

(

)

0

010000

|~,1

,,(1)

newnew

K

Beta

v

gg

bbbnb

+

=-


oleObject286.bin

image292.wmf
1

tk

sK

¢

=+


oleObject287.bin

image293.wmf
k

K

¢


oleObject24.bin

oleObject288.bin

image294.wmf
0

k

n

=

g


oleObject289.bin

image295.wmf
0

k

n

=

g


oleObject290.bin

image296.wmf
k


oleObject291.bin

image297.wmf
K


oleObject292.bin

image298.wmf
0

kj

n

¢

=


image27.wmf
0

G


oleObject293.bin

image299.wmf
j


oleObject294.bin

image300.wmf
k

K

¢


oleObject295.bin

image301.wmf
(

)

{

}

2

,1,...,

jkK

Î


oleObject296.bin

image302.wmf
0

jk

m

=


oleObject297.bin

image303.wmf
0

n

=


oleObject25.bin

oleObject298.bin

image304.wmf
j


oleObject299.bin

image305.wmf
k


oleObject300.bin

image306.wmf
1,...,

jk

in

=


oleObject301.bin

image307.wmf
(,)

~

(,)

k

k

jk

xBer

njk

abkd

abkd

æö

+

ç÷

++

èø


oleObject302.bin

image308.wmf
n


image28.wmf
j

G


oleObject303.bin

image309.wmf
1

x

=


oleObject304.bin

image310.wmf
jk

m


oleObject305.bin

image311.wmf
{

}

1,...,

jK

Î


oleObject306.bin

image312.wmf
j


oleObject307.bin

image313.wmf
(

)

~,,

1

jjj

j

Binomialm

rk

wr

rbrak

æö

=

ç÷

ç÷

+-+

èø

g


oleObject26.bin

oleObject308.bin

image314.wmf
j


oleObject309.bin

image315.wmf
jk

jk

jjj

mjk

m

mjk

w

¹

ì

ï

=

í

-=

ï

î

g


oleObject310.bin

image316.wmf
b


oleObject311.bin

image317.wmf
(

)

()

1

~,,...,

n

K

Dirmm

bg

gg


oleObject312.bin

image318.wmf
,,

sga


image29.wmf
0

G


oleObject313.bin

image319.wmf
k


oleObject314.bin

image320.wmf
1

T

z

:


oleObject315.bin

image321.wmf
L


oleObject316.bin

image322.wmf
L


oleObject317.bin

image323.wmf
L


oleObject27.bin

oleObject318.bin

image324.wmf
L


oleObject319.bin

image325.wmf
L


oleObject320.bin

image326.wmf
(

)

(

)

/,...,/

L

GEMDirLL

aaa

@


oleObject321.bin

image327.wmf
b


oleObject322.bin

image328.wmf
(

)

|~/,...,/

DirLL

bggg


image30.wmf
0

G


oleObject323.bin

image329.wmf
(

)

1

|,,~,...,,...

jjL

Dir

pakbababkab

+


oleObject324.bin

image330.wmf
(

)

(

)

1

1:11

|,~/,...,/

|,,~,...,,...,

L

jTjjjjLjL

DirLmLm

zDirnnn

bggg

pabababkab

++

++++

m

gg


oleObject325.bin

image331.wmf
jk

n


oleObject326.bin

image332.wmf
j


oleObject327.bin

image333.wmf
k


oleObject28.bin

oleObject328.bin

image334.wmf
jk

m


oleObject329.bin

image335.wmf
L

¢


oleObject330.bin

image336.wmf
(

)

1:1:1

|,,~/,...,/

kTTkkL

zsDirLnLn

ysss

¢

¢¢¢¢

++


oleObject331.bin

image337.wmf
1:

T

z


oleObject332.bin

image338.wmf
1:

T

s


image31.wmf
(

)

0

00

|,~(,)

|,~(,)

|~

|~

j

jijj

jijiji

GHDPH

GGDPG

GG

xFforjJ

gg

aa

q

qq

Î


oleObject333.bin

image339.wmf
1:

T

x


oleObject334.bin

image340.wmf
(

)

(

)

(

)

(

)

(

)

(

)

1:

11:,1:11:

,|,,

|,,,|||,,|,,

ttt

ttT

ttTtztzstttTt

pzsx

pzzxpspxpxzpxz

yq

--+

µ

z

π,ψ,θ

πθπθ,ψπθ,ψ


oleObject335.bin

image341.wmf
(

)

(

)

(

)

(

)

11:,1:1

|,,,|||,,

ttt

ttTtztzstt

pzzxpsfxpxz

yq

--

πθπθ,ψ


oleObject336.bin

image342.wmf
(

)

1:

|,,

tTt

pxz

+

πθ,ψ


oleObject337.bin

image343.wmf
(

)

(

)

(

)

11:,

|,,,||

ttt

ttTtztzs

pzzxpsfx

yq

-

πθ


oleObject29.bin

oleObject338.bin

image344.wmf
(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

1:,11

1,1,

,1,

,1

11

|,,

|||

11

|1,...

11

tttt

tt

tt

tTtttt

tztztzsttt

zs

LL

kiiltzsttt

tt

il

pxzmz

pzpsfxmztT

tT

fxmztTkL

mk

tT

pyq

pyq

+--

-+

+

-

==

µ

ì

£

ï

µ

í

=+

ï

î

ì

£=

ï

Þµ

í

ï

=+

î

åå

åå

πθ,ψ


oleObject339.bin

image345.wmf
(

)

(

)

(

)

1

1:

,1,

,|,,

|

ttt

ttT

zkkjtzsttt

pzksjx

fxmz

pyq

-

+

==

µ

z

π,ψ,θ


oleObject340.bin

image346.wmf
(

)

(

)

,

|;,

tt

tzstkjkj

fxx

qm

=NS


oleObject341.bin

image347.wmf
(1)(1)(1)

,,

nnn

---

πψβ


oleObject342.bin

image348.wmf
(1)

n

-

θ


image32.wmf
H


oleObject343.bin

image349.wmf
{

}

1,...,

kL

Î


oleObject344.bin

image350.wmf
(

)

1,

1

TT

mk

+

=


oleObject345.bin

image351.wmf
{

}

1,...,1

tT

Î-


oleObject346.bin

image352.wmf
{

}

1,...,

kL

Î


oleObject347.bin

image353.wmf
(

)

(

)

(

)

,111,

11

;,

LL

ttkiiltililtt

il

mkNxmi

pym

-++

==

=S

åå


oleObject30.bin

oleObject348.bin

image354.wmf
(

)

,

tt

zs


oleObject349.bin

image355.wmf
1

t

=


oleObject350.bin

image356.wmf
0,0

ikkj

nn

¢

==


oleObject351.bin

image357.wmf
kj

¡=Æ


oleObject352.bin

image358.wmf
(

)

{

}

2

,1,...,

ikL

Î


image33.wmf
ji

q


oleObject353.bin

image359.wmf
(

)

{

}

{

}

,1,...,1,...,

kjLL

¢

Î´


oleObject354.bin

image360.wmf
(

)

{

}

{

}

,1,...,1,...,

kjLL

¢

Î´


oleObject355.bin

image361.wmf
(

)

(

)

(

)

1

,,,,,1,

;,

t

kjtzkkjtkjkjtt

fxNxmk

pym

-

+

=S


oleObject356.bin

image362.wmf
(

)

,

tt

zs


oleObject357.bin

image363.wmf
(

)

(

)

(

)

(

)

,~,,

,

11

LL

zsfxzksj

ttkjttt

kj

dd

¢

åå

==


oleObject31.bin

oleObject358.bin

image364.wmf
1

tt

zz

n

-


oleObject359.bin

image365.wmf
tt

zs

n

¢


oleObject360.bin

image366.wmf
t

x


oleObject361.bin

image367.wmf
,,

kjkjt

x

¡¬¡Å


oleObject362.bin

image368.wmf
m,

ω,m


image34.wmf
g


oleObject363.bin

image369.wmf
b


oleObject364.bin

image370.wmf
(

)

1

~/,...,/

L

DirLmLm

bgg

++

gg


oleObject365.bin

image371.wmf
{

}

1,...,

kL

Î


oleObject366.bin

image372.wmf
k

p


oleObject367.bin

image373.wmf
k

y


oleObject32.bin

oleObject368.bin

image374.wmf
(

)

(

)

11

1

~,...,,...,

~/,...,/

kkkkkLkL

kkkL

Dirnnn

DirLnLn

pababkab

yss

¢

++++

¢¢¢¢

++


oleObject369.bin

image375.wmf
{

}

1,...,

jL

¢

Î


oleObject370.bin

image376.wmf
(

)

,,

~|,

kjkj

p

qql

¡


oleObject371.bin

image377.wmf
()()()

,,

nnn

bb

===

ππψψ


oleObject372.bin

image378.wmf
()

n

=

θθ


image35.wmf
0

G


oleObject373.bin

image379.wmf
,,

sga


oleObject374.bin

image380.wmf
k


oleObject375.bin

image381.wmf
,,

akg


oleObject376.bin

image382.wmf
s


oleObject377.bin

image383.wmf
(

)

α+κ


oleObject33.bin

oleObject378.bin

image384.wmf
ji

x


oleObject379.bin

image385.wmf
t


oleObject380.bin

image386.wmf
(

)

{

}

1

,...,

|,,,

ji

jtj

jiji

jijt

new

nttm

pttn

tt

ak

ak

-

--

ì

Î

ï

=µ

í

+=

ï

î

t

gg

g


oleObject381.bin

image387.wmf
ak

+


oleObject382.bin

image388.wmf
(

)

~,~

i

GEMz

bgb


image36.wmf
H


oleObject383.bin

image389.wmf
i

z


oleObject384.bin

image390.wmf
N


oleObject385.bin

image391.wmf
b


oleObject386.bin

image392.wmf
(

)

(

)

()

|,,

()

K

pKNsNK

N

g

gg

g

G

=

G+


oleObject387.bin

image393.wmf
(,)

sNK


oleObject34.bin

oleObject388.bin

image394.wmf
j


oleObject389.bin

image395.wmf
(

)

(

)

(

)

(

)

(

)

|,,

j

m

jjjj

j

pmnsnm

n

ak

akak

ak

G+

+=+

G++

g

ggggg

g


oleObject390.bin

image396.wmf
ak

+


oleObject391.bin

image397.wmf
(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

1111

1

1

1

|,...,,,...,,...,|,,...,

|,

,

j

JJJJ

J

jj

j

J

m

jj

j

j

J

m

j

j

pmmnnppmmnn

ppmn

psnm

n

p

n

akakak

akak

ak

akak

ak

ak

akak

ak

=

=

=

+µ++

µ++

G+

µ++

G++

G+

µ++

G++

Õ

Õ

Õ

g

gg

gggggggg

gg

gg

g

g


oleObject392.bin

image398.wmf
(

)

1

,

J

jj

j

snm

=

Õ

gg


image37.wmf
a


oleObject393.bin

image399.wmf
ak

+


oleObject394.bin

image400.wmf
(

)

(

)

(

)

(

)

(

)

1

1

1

0

,1

y

x

xy

xyttdt

xy

b

-

-

GG

==-

G+

ò


oleObject395.bin

image401.wmf
(

)

(

)

1

xxx

G+=G


oleObject396.bin

image402.wmf
(

)

(

)

(

)

(

)

1

1

11

1

0

|,...,,,...,11

j

J

n

m

j

JJjjj

j

n

pmmnnprrdr

ak

akakak

ak

-

+

=

æö

+µ+++-

ç÷

+

èø

Õ

ò

g

gg

g

gggg


oleObject397.bin

image403.wmf
(

)

,

Gammaab


oleObject35.bin

oleObject398.bin

image404.wmf
ak

+


oleObject399.bin

image405.wmf
(

)

(

)

(

)

(

)

1

1

11

1

,,|,...,,,...,1

j

j

s

J

n

am

j

b

JJjj

j

n

prsmmnnerr

ak

ak

akak

ak

-

+-

-+

+

=

æö

+µ+-

ç÷

+

èø

Õ

g

gg

g

gggg


oleObject400.bin

image406.wmf
j

s


oleObject401.bin

image407.wmf
(

)

(

)

(

)

(

)

(

)

1

1

log

1

11

11

|,,,...,,,...,

,log

J

J

j

j

j

j

br

ams

JJ

JJ

jj

jj

prsmmnne

Gammamsbr

ak

akak

a

=

=

-+-

+--

==

+µ+

=+--

å

å

åå

gg

gggg

gg


oleObject402.bin

image408.wmf
(

)

(

)

(

)

1

\11

|,,,,...,,,...,11,

j

n

jjJJjjj

prrsmmnnrrBetan

ak

akak

-

+

+µ-=++

g

ggggg


image38.wmf
j

G


oleObject403.bin

image409.wmf
(

)

\11

|,,,...,,,...,

j

s

jj

jjJJ

j

nn

psrsmmnnBer

n

aka

akak

æö

æö

+=

ç÷

ç÷

ç÷

+++

èø

èø

gg

gggg

g


oleObject404.bin

image410.wmf
γ


oleObject405.bin

image411.wmf
(

)

(

)

(

)

(

)

|,,

pKmsmK

m

g

g

g

G

=

G+

gggg

gg


oleObject406.bin

image412.wmf
g


oleObject407.bin

image413.wmf
(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

1

1

0

|,|,

1,

1

K

m

K

pKmppKm

m

p

m

pmd

g

ggg

bg

gg

g

ggghhh

-

µ

+

µ

G

µ+-

ò

gg

gggg

gg

gg

gg


oleObject36.bin

oleObject408.bin

image414.wmf
g


oleObject409.bin

image415.wmf
(

)

,

Gammaab


oleObject410.bin

image416.wmf
(

)

(

)

(

)

1

log

1

,,|,1

m

b

K

m

pKme

V

gh

a

ghVgh

g

-

--

+-

æö

µ-

ç÷

èø

gg

gg

gg


oleObject411.bin

image417.wmf
(

)

(

)

(

)

log

1

|,,,,log

b

K

pKmeGammaKb

gh

aV

ghVgaVh

--

+--

µ=+--

gg


oleObject412.bin

image418.wmf
(

)

(

)

(

)

1

|,,,11,

m

pKmBetam

g

hgVhhg

-

µ-=+

gg

gggg


image39.wmf
0

G


oleObject413.bin

image419.wmf
(

)

|,,,

mm

pKmBer

m

V

Vgh

gg

æö

æö

µ=

ç÷

ç÷

+

èø

èø

gggg

gg

gg


oleObject414.bin

image420.wmf
σ


oleObject415.bin

image421.wmf
s


oleObject416.bin

image422.wmf
ak

+


oleObject417.bin

image423.wmf
r

¢


oleObject37.bin

oleObject418.bin

image424.wmf
s

¢


oleObject419.bin

image425.wmf
(

)

(

)

(

)

1

1

log

1

11

|,,,...,,,...,

J

J

j

j

j

j

br

Ks

JJ

prsKKnne

s

a

ss

=

=

¢

--

¢¢

+--

¢¢¢¢

µ

å

å

gg

gggg


oleObject420.bin

image426.wmf
(

)

(

)

1

\11

|,,,,...,,,...,1

j

n

jjJJjj

prrsKKnnrr

ss

s

-

¢¢¢¢¢¢¢

µ-

g

gggg


oleObject421.bin

image427.wmf
(

)

\11

|,,,,...,,,...,

j

s

j

jjJJ

n

psrsKKnn

s

s

¢

æö

¢¢¢¢¢

µ

ç÷

èø

g

gggg


oleObject422.bin

image428.wmf
ρ


image40.wmf
H


oleObject423.bin

image429.wmf
k

r

ak

=

+


oleObject424.bin

image430.wmf
r


oleObject425.bin

image431.wmf
(

)

,

Betacd


oleObject426.bin

image432.wmf
(

)

~

jt

Ber

wr


oleObject427.bin

image433.wmf
(

)

(

)

(

)

(

)

||

;,,

,

j

j

jj

jj

ppp

BinomialmBetacd

Betacmd

rwwrr

wr

ww

µ

æö

µ

ç÷

ç÷

èø

æö

µ+-+

ç÷

ç÷

èø

å

åå

ggg

gggg


oleObject38.bin

oleObject428.bin

image434.wmf
0

k

=


oleObject429.bin

image435.wmf
(

)

(

)

11

1

,

,

tt

t

t

yfx

xgx

q

q

++

+

=

=


oleObject430.bin

image436.wmf
(

)

1

,...,

t

t

xxx

=


oleObject431.bin

image437.wmf
(

)

,,

ttt

zxs

q

=


oleObject432.bin

image438.wmf
(

)

,

x

ttt

sss

q

=


image41.wmf
g


oleObject433.bin

image439.wmf
x

t

s


oleObject434.bin

image440.wmf
t

s

q


oleObject435.bin

image441.wmf
1

t

y

+


oleObject436.bin

image442.wmf
(

)

(

)

(

)

(

)

1

1

1

||

|

|

t

ttt

t

t

t

t

pyzpzy

pzy

pyy

+

+

+

=


oleObject437.bin

image443.wmf
(

)

(

)

(

)

11

111

||,|

tt

tttttt

pxypxzypzydz

++

+++

=

ò


oleObject39.bin

oleObject438.bin

image444.wmf
(

)

(

)

(

)

()

()

1

1()()

()

1

1

1

|

|(),

|

i

t

i

N

tt

Ntii

tttt

N

z

j

i

tt

j

pyz

pzyz

pyz

wdw

+

+

=

+

=

==

å

å


oleObject439.bin

image445.wmf
(

)

11

|,

ttt

pxzy

++


oleObject440.bin

image446.wmf
(

)

1

1

|

t

t

pxy

+

+


oleObject441.bin

image447.wmf
(

)

()

1

|

i

tt

pyz

+


oleObject442.bin

image448.wmf
(

)

11

|

ttt

pxzy

++

+


image42.wmf
a


oleObject443.bin

image449.wmf
t

z


oleObject444.bin

image450.wmf
(

)

()()

1

|

ii

ttt

pyz

w

+

µ


oleObject445.bin

image451.wmf
1

t

x

+


oleObject446.bin

image452.wmf
(

)

11

|

ttt

pxzy

++

+


oleObject447.bin

image453.wmf
(

)

111

,,

tttt

sSsxy

+++

=


oleObject40.bin

oleObject448.bin

image454.wmf
q


oleObject449.bin

image455.wmf
(

)

1

|

t

ps

q

+


oleObject450.bin

image456.wmf
(

)

|

TT

pxy


oleObject451.bin

image457.wmf
1,...,

bB

=


oleObject452.bin

image458.wmf
B


image43.wmf
0

G


oleObject453.bin

image459.wmf
(

)

()()()

,,

bbb

TT

xs

q


oleObject454.bin

image460.wmf
(

)

()

1

1

i

T

N

T

z

i

z

N

d

=

å


oleObject455.bin

image461.wmf
1:1

tT

=-


oleObject456.bin

image462.wmf
(

)

(

)

()

()

()()()()()()()()

11

()

1

1

,~,,,|

s

t

i

N

bbiiibbi

t

TTtttttt

N

z

s

s

t

s

q

xsqpxrz

q

wdw

++

=

=

==

å

å


oleObject457.bin

image463.wmf
{

}

{

}

{

}

{

}

{

}

{

}

(

)

()()()()()()()()()()()()

,,,,,,,,,,

iiiiiiiiiiii

tttljtlttlttljttltlt

ZzLnSmu

abgfV

=


oleObject41.bin

oleObject458.bin

image464.wmf
t

z


oleObject459.bin

image465.wmf
t

L


oleObject460.bin

image466.wmf
t


oleObject461.bin

image467.wmf
ljt

n


oleObject462.bin

image468.wmf
l


image44.wmf
**

0

1

,

k

k

k

G

q

bd

¥

=

=

å


oleObject463.bin

image469.wmf
j


oleObject464.bin

image470.wmf
t


oleObject465.bin

image471.wmf
lt

S


oleObject466.bin

image472.wmf
l


oleObject467.bin

image473.wmf
t


oleObject42.bin

oleObject468.bin

image474.wmf
0

k

=


oleObject469.bin

image475.wmf
(

)

(

)

(

)

(

)

(

)

{

}

112

1

,,

,1,..,

,

|,...,,,,

,1

t

t

kkktt

kzktt

ktt

ttt

Lkt

nzkkk

nkL

nzk

pzkzzzk

kL

abdd

ab

ad

ba

abb

¢¢

++

+

ì

æö

¢

++

+Î

ï

ç÷

ï

ç÷

++

¢

==µ

í

èø

ï

=+

ï

î

g


oleObject470.bin

image476.wmf
k

¢


oleObject471.bin

image477.wmf
2

t

z

+


oleObject472.bin

image478.wmf
(

)

(

)

(

)

(

)

{

}

(

)

{

}

11

1

1

,

,1,..,

,

|,...,,,

,1

,1,..,

,1

t

t

t

t

ktt

kzkt

ktt

tt

Lt

kzktt

Lt

nzk

ntkL

nzk

pzkzz

kL

nkL

kL

ad

ab

ad

ba

ab

ab

ab

+

+

+

ì

æö

++

+Î

ï

ç÷

ï

ç÷

++

=µ

í

èø

ï

=+

ï

î

ì

+Î

ï

µ

í

=+

ï

î

g

g


image45.wmf
**

~

k

H

q


oleObject473.bin

image479.wmf
(

)

(

)

1

111

1

|,...,,,

t

t

t

t

tt

L

kzkt

L

ttkL

zz

k

n

pzzz

nn

ab

ab

badd

aa

+

++

=

+

=+

++

å

gg


oleObject474.bin

image480.wmf
(

)

(

)

(

)

(

)

(

)

(

)

1

1

1

1111111

1

1

|||

t

t

t

t

t

t

tt

L

kzkt

L

x

x

tttttttktt

L

zz

k

n

pxZpxzpzZdzfxfx

nn

ab

ab

aa

+

+

+

-

-

+++++++

+

=

+

==+

++

å

ò

gg


oleObject475.bin

image481.wmf
()

()

()

1

i

i

t

t

N

j

t

j

v

v

w

=

=

å


oleObject476.bin

image482.wmf
(

)

()

()()()

1

1

,

i

t

L

iii

tltt

l

vqZx

+

=

=

å


oleObject477.bin

image483.wmf
(

)

(

)

(

)

()

1

()

()

1

()

()

()()()

()

1

()()

()()

1

()()

1,

()

1

()()

1

,1,...,

,

,1

i

t

t

i

t

i

T

t

i

t

i

t

iii

tlt

zlt

x

i

ltt

ii

t

zt

ii

ltt

ii

t

Lt

x

i

tt

ii

L

t

zt

n

fxlL

n

qZx

fxlL

n

ab

a

ab

a

+

+

-

+

+

+

-

+

+

ì

+

ï

=

ï

+

ï

=

í

ï

=+

ï

+

ï

î

g

g


oleObject43.bin

oleObject478.bin

image484.wmf
(

)

1

t

x

l

f

+

-

·


oleObject479.bin

image485.wmf
(1)(2)()

,,...,

N

ttt

ZZZ


oleObject480.bin

image486.wmf
(

)

(

)

()

1()

1

|

i

t

N

Nti

ttt

Z

i

pZyZ

wd

+

=

=

å


oleObject481.bin

image487.wmf
()

1

i

t

Z

+


oleObject482.bin

image488.wmf
()

1

i

t

z

+


image46.wmf
(

)

(

)

1

~

k

k

GEM

bbg

¥

=

=


oleObject483.bin

image489.wmf
(

)

(

)

(

)

(

)

()

()

()()

1

1

()()()()

1111

1

()()

1

1

1

,

~|,

,

i

t

i

t

ii

L

ltt

iiii

ttttlt

L

jj

l

ltt

j

qZx

zpzZxz

qZx

d

+

+

++++

+

=

+

=

µ

å

å


oleObject484.bin

image490.wmf
()()()

1

()

1

()()

1

1,1

iii

ttt

i

t

ii

tt

LzL

L

LLotherwise

+

+

+

ì

+=+

ï

=

í

=

ï

î


oleObject485.bin

image491.wmf
(

)

()()

()()

()()

11

11

()()

,1,

,,1,,

1

ii

ii

ii

tt

tt

tt

ii

t

ztzt

zztzzt

nnSSsx

++

++

+

+

=+=+


oleObject486.bin

image492.wmf
()()

1

ii

tt

zL

+

>


oleObject487.bin

image493.wmf
(

)

(

)

(

)

()

()()

1

()

0

()()()()

0,10,00,0

1,

|~,1

,,(1)

i

t

ii

tt

i

t

iiii

ttt

Lt

vBeta

v

bb

gg

bbbnb

+

+

+

=

=-


oleObject44.bin

oleObject488.bin

image494.wmf
()

,,1

i

ljt

m

+


oleObject489.bin

image495.wmf
(

)

(

)

(

)

()()()()

,,1,,1,1

,

m

iiii

ljtljttjt

pmmsnm

ab

+++

=µ


oleObject490.bin

image496.wmf
()

1

i

t

g

+


oleObject491.bin

image497.wmf
(

)

()()()

11

~1,

iii

ttt

Betam

fg

++

+

gg


oleObject492.bin

image498.wmf
(

)

(

)

(

)

(

)

(

)

(

)

(

)

()()()()()

11111

()

1

()()

11

~,log11,log

1

1

log

iiiii

ttttt

i

t

ii

tt

GamaaLbGamaaLb

aL

mb

gggg

g

g

gefef

e

e

f

+++++

+

++

+-+-+--

+-

=

-

-

gg


