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ABSTRACT

This dissertation presents a novel physics-inspired, data-driven framework for

Li-ion battery modeling and control, emphasizing high-accuracy state prediction

and optimal fast-charging strategies across the full spectrum of operating condi-

tions. The research addresses critical challenges in battery management systems,

particularly enhancing their performance, applicability, and adaptability under

extreme temperatures, high C-rates, and varying states of charge, which are the

key factors influencing battery performance, modeling, and control.

Traditional approaches often result in suboptimal utilization of the battery’s

capacity, limited operating ranges, and challenges in balancing charging time with

battery lifespan. These limitations are further exacerbated under low-temperature

conditions, where the uncertainty in state-of-charge evolution restricts allowable

charge settings, leaving a significant portion of the battery’s capacity underutilized.

This dissertation introduces a physics-informed, data-driven methodology

to address gaps in battery modeling and control. A key contribution is the

development of a flexible fast-charging strategy that can leverage various battery

models to create degradation-aware charging profiles, minimizing charging time

while preserving battery health. Given the increasing use of Li-ion batteries in

critical applications like electric vehicles, the proposed framework ensures reduced

charging times, maintains safety constraints, and improves system performance,

safety, and longevity of both batteries and vehicles.

This dissertation introduces the theoretical foundations of Lithium-ion battery

dynamics, emphasizing challenges in state-of-charge prediction and fast charging.
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It identifies key research gaps and highlights the need for advanced modeling and

control strategies to enhance efficiency, reduce charging times, and extend battery

lifespan.

The dissertation presents PhITEDD (Physics-Informed Temperature Depen-

dent Explicit Data-Driven), a novel modeling framework designed to overcome

limitations in current data-driven approaches for complex systems like Li-ion

batteries. Key innovations include a Monte Carlo search algorithm to explore

large feature spaces and an automated hyperparameter tuning mechanism to

balance model accuracy and complexity. The framework incorporates physics-

inspired libraries to quantify individual term contributions, enabling the discovery

of simpler, more generalizable models. This reduces reliance on proprietary

knowledge and enhances broader applicability. The dissertation also explores

the effect of data sampling rates on model accuracy, establishing guidelines for

optimizing them. These advancements improve the interpretability, efficiency,

and practicality of Li-ion battery models, contributing to better utilization and

longer battery lifespan.

A foundational model was developed using our explicit data-driven approach

with experimental drive cycle data collected at room temperature. It achieved high

accuracy, with prediction errors of less than 1% for both training and validation.

The model also generalized well, with similar prediction errors on unseen data

from EPA’s aggressive drive cycles, showcasing an efficient battery digital twin

tailored for precise real-time SOC forecasting.

The dissertation models the temperature-dependent performance of Li-ion

batteries through dynamic stochastic drive cycle tests, generating accurate in-

put/output measurements across a temperature range of −20°C to 40°C. A

re-calibration approach was developed to create a temperature-dependent variant
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of the base model, PhITEDD. This approach optimized model coefficients for new

operating conditions, ensuring consistent performance across the full temperature

and SOC range (0%-100%) while minimizing complexity. The PhITEDD model

maintained accuracy across diverse conditions, demonstrating its adaptability

and the effectiveness of the modeling approach.

Finally, the dissertation addresses the fast-charging optimization problem

using a direct data-driven control method. This strategy learns the battery’s

Jacobian from input/output data to optimize the charging current profile, min-

imizing charging time while adhering to safety constraints such as maximum

cell temperature and voltage. The data was generated using a full-order elec-

trochemical Doyle-Fuller-Newman model integrated with a thermal model. The

optimal solution comprises a hybrid charging strategy that charges a 5Ah NMC-

811 cylindrical cell 66% faster than the standard CCCV method, while ensuring

safety limits like 4.2V and 57°C. This approach closely aligns with actual battery

mechanisms.

In summary, this dissertation uses a physics-inspired, data-driven approach to

achieve accurate state prediction and fast charging under varying temperatures,

C-rates, and SOC conditions. Key contributions include the development of

PhITEDD, a novel temperature-dependent battery digital twin for real-time SOC

forecasting, and an efficient electrochemical-thermal-based control strategy for

optimal fast charging, improving battery performance, safety, and lifespan.

KEYWORDS: Data-driven modeling, Data-driven control, Hyperparameter

autotunning, Monte Carlo Library Search, Jacobian Learning, Li-ion Batteries,

SOC modeling, and Electric Vehicles.
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1. INTRODUCTION

The electric vehicle (EV) market share has grown steadily over the past decade,

as illustrated in Fig. 1.1. This growth has been driven by advancements in battery

technology, stricter emissions regulations to reduce environmental pollution, and

increasing consumer demand for cleaner and more sustainable transportation

options [1]. The shift towards electrification is further bolstered by the rising

awareness of climate change and the adverse environmental impacts of internal

combustion engine (ICE) vehicles, such as greenhouse gas emissions and air

quality deterioration. As EV technology matures, battery costs have dramatically

decreased, making EVs more affordable for the average consumer while offering

higher energy densities, longer driving ranges, and faster charging times. This

synergy between technological progress and market forces has paved the way for

the rapid expansion of EVs globally.

Figure 1.1. Global Electric Vehicle Stock Growth (2013–2023) [1].



2

This upward trend in EV adoption is expected to continue as governments

worldwide implement ambitious policy frameworks to accelerate the transition to

a low-carbon economy. Countries like Norway, Germany, China, and the United

States have introduced a variety of incentives, such as tax credits, rebates, and

infrastructure investments, to promote EV adoption. Many of these nations have

also set aggressive timelines to phase out the production and sale of ICE vehicles,

pushing automakers to pivot towards electric powertrains. Global initiatives have

also encouraged countries to decarbonize their transportation sectors, cementing

EVs as a cornerstone of future mobility.

As EV penetration into the global automotive market accelerates, so does

the demand for optimized energy storage systems capable of delivering reliable

and consistent performance. At the heart of this challenge is the need to manage

and improve the efficiency of lithium-ion batteries, which are the predominant

energy storage solution in modern EVs. Lithium-ion batteries offer several key

advantages, including high energy density, relatively low self-discharge rates, and

an ever-decreasing cost curve, but they also come with inherent complexities.

Their performance is influenced by a variety of factors, including temperature

fluctuations, charge/discharge cycles, and aging effects, all of which can degrade

the battery’s capacity over time.

Efficient energy management, therefore, becomes a critical factor in ensuring

that EVs can meet the demands of both consumers and regulatory bodies. The

ability to optimize the use of stored energy within the battery pack is directly

linked to several key performance indicators. These include the vehicle’s driving

range, acceleration, and overall energy efficiency. Beyond performance, enhancing

operational safety is another priority. As EVs rely on high-voltage battery systems,

managing thermal stability and avoiding overcharging or deep discharging are
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essential to prevent catastrophic failures, such as thermal runaway or battery

fires. Moreover, extending the lifespan of the battery, which is typically one of

the most expensive components in an EV, is crucial for reducing total ownership

costs and improving the economic viability of electric transportation.

Therefore, the continued development and refinement of battery management

systems (BMS) is paramount. BMS technology is central to monitoring battery

health, ensuring safety, and maximizing efficiency by optimizing charging and

discharging processes. As EV adoption increases and market demands grow,

advancements in BMS technology will play a vital role in making electric mobility

a mainstream reality.

To achieve these objectives, modern battery management systems have evolved

into highly sophisticated systems, far surpassing the basic control mechanisms

of early designs. Initially, BMS was primarily focused on simple tasks like

monitoring battery voltage and temperature, protecting against overcharging

and deep discharging, and balancing cells within the battery pack. However,

as electric vehicles (EVs) have become more complex and expectations around

performance, safety, and longevity have increased, the role of BMS has expanded

significantly. Today’s BMS must provide not only basic protections but also an in-

depth understanding of the battery’s internal states, enabling precise management

of its dynamic behaviors in real-time.

Modern BMS are expected to operate under a wide range of conditions

and stresses, from high-power acceleration and regenerative braking to extreme

temperature variations. This requires a sophisticated understanding of the

battery’s electrochemical processes, which are inherently nonlinear and influenced

by numerous factors, including aging, temperature, charge/discharge rates, and

the mechanical stress on cells during operation. Advanced modeling techniques,
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such as physics-based models, machine learning algorithms, and data-driven

approaches, have become essential tools for BMS to accurately predict and

manage these internal states under dynamic operating conditions.

In addition to real-time monitoring, modern BMS are also responsible for

implementing predictive maintenance strategies. By continuously analyzing the

battery’s historical performance data and applying predictive algorithms, BMS

can identify early signs of potential failures or capacity degradation. This allows

for proactive interventions, such as adjusting charging strategies or scheduling

maintenance, to mitigate issues before they escalate, thus enhancing both the

safety and longevity of the battery.

One of the primary challenges in modern battery management systems (BMS)

is accurately estimating critical battery parameters, such as state of charge (SOC),

state of health (SOH), and the thermal distribution within the cells. These internal

states are crucial for optimizing battery performance, maintaining safety, and

prolonging the battery’s operational lifespan. Unlike earlier systems that relied on

basic monitoring, today’s BMS are embedded with advanced algorithms, sensor

networks, and computational models that enable continuous monitoring and

precise assessment of these parameters. By interpreting data such as current,

voltage, temperature, and external factors like driving patterns and environmental

conditions, modern BMS offer a far more comprehensive understanding of the

battery’s health, behavior, and potential issues.

The state of charge is among the most critical parameters in a battery system,

indicating the remaining energy as a percentage of total capacity; much like a fuel

gauge in gasoline-powered vehicles. Accurate SOC estimation is essential not only

for efficient energy management but also for providing real-time feedback to the

vehicle’s control system and driver, allowing precise calculation of the available



5

driving range. Additionally, it is fundamental for maintaining safe battery

operation, helping to prevent overcharging and deep discharging, both of which

can shorten battery life and, in extreme cases, pose risks like thermal runaway.

This insight is vital for optimizing vehicle performance, planning charging stops,

and ensuring a seamless, reliable electric vehicle experience. Finally, precise SOC

estimation facilitates energy-efficient charging strategies, a growing priority with

the rise of fast-charging technology.

Determining SOC in real-time, however, is a complex problem due to the

battery’s nonlinear electrochemical behavior, which varies with factors such as

temperature, current load, and aging. Unlike fuel level in gasoline engines, SOC

cannot be directly measured. Instead, it must be estimated from observable

signals, such as electrical current, voltage, and temperature [2]. This estimation

process is critical to the functionality of the BMS, as even small inaccuracies

in SOC prediction can lead to significant performance issues or safety risks.

Therefore, developing robust algorithms for accurate SOC prediction based on

these measurable signals is crucial for the next generation of EVs.

Additionally, the rapid advancement and widespread adoption of fast-charging

technology have introduced new complexities and demands on battery manage-

ment systems. Fast charging is one of the most highly sought-after features in

electric vehicles, as it drastically reduces the time required to recharge the battery,

enhancing convenience for long-distance travel and improving the overall user

experience.

The demand for faster charging places significant pressure on battery man-

agement systems to carefully manage and balance multiple factors, including

temperature regulation, charge rate optimization, and safety protocols, while also

preserving battery longevity. To meet these elevated demands, BMS must now
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be highly adaptive, effectively managing risks like excessive heat generation that

could trigger thermal runaway and jeopardize battery safety. Thermal runaway

is one of the most critical risks associated with fast charging, where excessive

heat generation can trigger a chain reaction that leads to catastrophic failure,

including the possibility of fire or explosion. For reliable operation, BMS must

also counteract various degradation effects; such as electrolyte decomposition,

electrode breakdown, increased growth rate of the solid electrolyte interface

(SEI) layer, and lithium plating; all of which can significantly impact battery

performance and lifespan.

Electrolyte decomposition, for instance, can lead to gas formation and increased

internal resistance, while electrode decomposition may cause irreversible changes in

material structure, both impacting the cell’s ability to maintain stable performance

over time. Lithium plating, which occurs when lithium ions deposit as metallic

lithium on the anode, not only reduces charge capacity but also raises the risk

of short circuits. Additionally, the accelerated growth of the solid electrolyte

interface (SEI) layer increases resistance, further contributing to capacity fade.

This capacity fade, a critical concern, progressively reduces the total energy the

battery can store, diminishing its overall effectiveness in high-demand applications

such as electric vehicles.

To address these challenges, modern BMS require advanced control algorithms

that dynamically adjust charging parameters based on critical indicators such

as temperature, voltage, state of charge, and state of health. These intelligent

systems aim to predict aging patterns and optimize charging strategies to extend

battery life while maintaining efficiency and safety. Furthermore, to mitigate the

risk of thermal runaway, thermal management becomes a vital aspect of BMS,
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especially during high-power charging sessions where the risk of overheating is

amplified.

Modern BMS must, therefore, be equipped with advanced thermal management

systems that not only monitor temperature at various points within the battery

pack but also dynamically adjust charging parameters to mitigate excessive heat

buildup. This involves integrating heat dissipation strategies, such as liquid

cooling systems, and real-time control algorithms that can reduce charging rates

when thermal thresholds are approached, thereby ensuring the battery remains

within safe operating temperatures.

In addition to thermal management, the electrical stress imposed by rapid

charging can lead to uneven current distribution across the battery cells, exacer-

bating imbalances between individual cells over time. This can result in some

cells being overcharged or discharged more rapidly than others, increasing the

likelihood of premature failure. Modern BMS must account for these variations by

employing cell balancing techniques to ensure uniform charging and discharging

across the entire pack, thereby optimizing the overall system performance and

enhancing safety.

Furthermore, fast charging introduces unique challenges for accurately esti-

mating the battery’s state of charge (SOC). Traditional SOC estimation methods,

which are often calibrated for slower, more stable charging cycles, may struggle

to maintain accuracy at higher charging speeds. Rapid fluctuations in current

and voltage during fast charging can disrupt the precision of these estimations,

leading to potential issues such as undercharging, overcharging, and accelerated

battery degradation.

To address these challenges, modern BMS must leverage more sophisticated

models that can dynamically adapt to the nonlinear and temperature-dependent
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conditions of fast charging. These advanced algorithms must be able to not

only improve SOC prediction under such conditions but also integrate real-time

data from multiple sensors to account for temperature and other key factors. By

providing more reliable SOC estimates, these models can enhance the BMS’s

ability to maintain optimal battery performance, minimize excessive degradation,

and ensure safety throughout the charging process.

As fast-charging technology and electric vehicle (EV) advancements progress,

the role of sophisticated battery management systems (BMS) is becoming increas-

ingly crucial in supporting sustainable and reliable electric mobility. To enable

fast-charging capabilities, BMS must be more intelligent and responsive than ever,

actively managing trade-offs among charging speed, thermal stability, and battery

longevity. Key features like advanced thermal management, precise cell balancing,

and adaptive control systems are essential for achieving safe, high-performance

fast charging in EVs without compromising long-term durability.

Modern BMS provide automakers with real-time insights into a battery’s

internal states, which is vital for optimizing energy storage systems and meeting

the growing demands for performance, safety, and efficiency. To accomplish this,

these systems require advanced battery modeling and control methods capable of

real-time adjustments based on specific operating conditions. By delivering precise

and responsive charging profiles, these next-generation BMS not only enhance

the convenience and appeal of EVs but also play a pivotal role in propelling

the global shift toward electric mobility. As EV technology continues to evolve,

BMS will be key in maximizing energy utilization, extending battery life, and

supporting emerging innovations like fast charging, thereby driving the future of

sustainable transportation.
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This work aims to address the growing challenges in battery management

systems by introducing PhITEDD (Physics-Informed Temperature-Dependent

Explicit Data-Driven), a novel digital twin framework specifically designed for

accurate, real-time state-of-charge forecasting. PhITEDD combines the power of

physics-based insights with data-driven techniques to enhance the prediction and

modeling of SOC dynamics, which is critical for optimizing battery performance

and ensuring safe operation across a variety of operating environments.

PhITEDD is constructed through an explicit data-driven approach, allow-

ing it to efficiently model complex battery behaviors and predict SOC under

a broad spectrum of conditions, including extreme temperatures and varying

charge/discharge cycles. The framework is highly adaptable and capable of

accommodating the nonlinearities and complexities associated with aggressive

charging and discharging scenarios where traditional SOC estimation methods

often struggle.

By integrating temperature dependence into its formulation, PhITEDD ac-

counts for the substantial impact of temperature fluctuations on battery perfor-

mance, improving its ability to predict SOC accurately even under thermal stress.

This capability is especially crucial for electric vehicles and other high-demand

applications where battery temperature can vary significantly during operation.

Furthermore, PhITEDD is designed to offer real-time estimation, ensuring

that the battery remains within safe operational limits throughout its charge and

discharge cycles. This proactive SOC forecasting helps mitigate risks associated

with overcharging, deep discharging, or thermal runaway, ultimately extending the

lifespan and improving the reliability of the battery. By leveraging physics-based

terms with data-driven algorithms, PhITEDD provides a robust and highly precise
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solution for managing charge levels, enhancing the overall safety and performance

of energy storage systems.

Additionally, this research introduces a novel fast-charging strategy aimed

at optimizing the electrical current input while minimizing the degradation of

lithium-ion batteries. As fast-charging technology becomes a critical factor in

the widespread adoption of electric vehicles, it is essential to develop charging

methods that not only reduce charging times but also protect the longevity and

performance of the battery. The proposed strategy achieves this by integrating

advanced learning algorithms and optimization techniques, which dynamically

adjust the charging profiles based on feedback from the battery’s state of charge,

temperature, and voltage response.

One of the key innovations of this strategy is its ability to adapt to changing

battery conditions, allowing for precise control of charging current and voltage

at every stage of the charging process. This dynamic adjustment helps reduce

the thermal stress typically associated with fast charging, which can lead to

overheating and increase the risk of thermal runaway or other safety concerns.

By optimizing current input, the strategy mitigates several aging mechanisms

that contribute to battery degradation, including lithium plating, excessive

solid electrolyte interface growth, and internal resistance increase, all of which

significantly impact the battery’s performance and lifespan.

In addition to reducing thermal stress and preventing these degradation

mechanisms, the fast-charging strategy also improves overall charging efficiency.

By strategically managing the charging rates and adapting to varying conditions,

it accelerates charging times while maintaining the battery within safe operational

limits. This not only enables faster recharging of EVs but also ensures that

the battery’s health is preserved, helping reduce the frequency and severity of
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capacity fade over time. As a result, this research contributes to the development

of more sustainable and efficient fast-charging solutions, supporting the broader

goal of accelerating the transition to electric mobility while addressing the growing

demand for faster and safer charging methods.

By combining advanced SOC prediction with an optimized fast-charging

method, this work offers a comprehensive solution to some of the most pressing

challenges hindering the widespread adoption of electric vehicle technology. Fur-

thermore, this research paves the way for safer, more efficient, and longer-lasting

energy storage systems, supporting the future of electric mobility.

The contributions of this research are threefold: a) contributions to the

field of data-driven modeling, b) contributions to the field of control-oriented

battery dynamics modeling, and c) contributions to developing safe and efficient

battery-fast charging strategies.

(a) Enhancements to Generic Data-driven Modeling (SINDyC):

• Library Term Quantification: By quantifying the importance of in-

dividual library terms, we enable the discovery of parsimonious and

generalizable models, reducing reliance on proprietary knowledge or

detailed internal parameters of individual cells.

• Monte Carlo Search for Nonlinear Terms: A Monte Carlo search

efficiently explores the high-dimensional feature space, improving the

representation of complex, nonlinear behaviors in LiBs.

• Optimization of Data Sampling Rates: We examine the impact of

data sampling rates on model accuracy and optimize them to ensure

improved performance.
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• Hyperparameter Auto-Tuning: A hyperparameter auto-tuning ap-

proach identifies optimal coefficients, balancing model accuracy and

complexity while minimizing the need for manual tuning.

(b) Control-oriented battery dynamics modeling:

• Accurate Reduced-Order SOC Model: We develop a reduced-order

SOC model for LiBs based on individual cell current and voltage data.

This model provides valuable insights for BMS, enhancing overall

battery performance and safety.

• Physics-Inspired Model Initialization: We developed a novel approach

to enhance the machine learning library by incorporating key terms

derived from the first-principle equations of the Doyle-Fuller-Newman

(DFN) electrochemical model. These terms, inspired by the battery’s

fundamental processes; such as intercalation, electrochemical kinet-

ics, and diffusion; replace generic nonlinear terms, improving both

interpretability and accuracy.

• Generalizable Model Framework: Created a physics-informed modeling

approach that improves generalizability and reduces the risk of fitting

into an incorrect nonlinear model, making it robust for diverse battery

applications.

• Real-Time Suitability: Designed a model that is interpretable and

suitable for real-time analysis, supporting dynamic operational envi-

ronments.

• Control-Oriented Battery Modeling: Designed control-oriented mod-

els that approximate the battery dynamics into a computationally
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manageable form, ensuring applicability for tasks like state of charge

forecasting or fast charging control.

(c) Physical Constraints and Fast Charging Optimization: Physical constraints

are integrated into the optimization problem, enabling direct data-driven

control for fast charging. The approach is validated through a high-fidelity,

full-order electrochemical-thermal battery simulator, ensuring optimal solu-

tions for real-world applications.

This approach is versatile and can be adapted to a wide range of energy

storage systems and battery types, accommodating different cell chemistries,

form factors, and operational constraints. Additionally, it is well-suited

for constraint-based optimization of other complex dynamical systems,

providing a valuable framework for advancing machine learning models

across diverse applications.
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2. LITERATURE REVIEW

Overview: Lithium-ion (Li-ion) batteries have emerged as the preferred energy

storage solution across various applications, from personal electronics to electric

vehicles (EVs). These batteries exhibit complex internal processes, including

diffusion, intercalation, and electrochemical kinetics, which are highly sensitive

to operating conditions such as temperature, state of charge (SOC), and aging.

Accurately modeling these dependencies is critical for developing advanced battery

management systems (BMS) to optimize performance, ensure safety, and prolong

battery life. Therefore, the literature extensively explores studies focused on

addressing key challenges in BMS by improving their adaptability, efficiency, and

performance under varying operating conditions (e.g., temperatures, C-rates, and

SOC levels) through the development of advanced battery models, through physics-

based, data-driven, and hybrid modeling frameworks. Additionally, as the EV

market expands, fueled by advancements in battery technology, stricter emissions

regulations, and increasing demand for sustainable transportation, fast-charging

technology has become increasingly important. While fast charging enhances

convenience and user experience, it also introduces new challenges for BMS. Hence,

development of optimal fast-charging strategies for critical real-time applications,

aimed at optimizing performance through minimization of the battery charge time

while delivering improved safety, efficiency, and battery longevity are investigated

through simple (model-free) and complex (model-based) approaches. To address

these challenges, the development of optimal fast-charging strategies for critical

real-time applications has been a key area of investigation. These strategies
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aim to minimize battery charge time while ensuring improved safety, efficiency,

and longevity. Both simple (model-free) and complex (model-based) approaches

are explored to optimize performance effectively. The remainder of this chapter

provides a detailed review of the literature on physics-based, data-driven, and

hybrid battery models, as well as passive and active fast-charging strategies,

presented in separate sections.

2.1 Battery Modeling

In recent years, battery modeling and characterization have received extensive

focus [2–27]. A primary goal of these models is to generate accurate estimations of

essential battery states, such as voltage and state-of-charge, which are critical for

optimal electric vehicle (EV) performance, safety, efficiency, and battery lifespan.

For example, accurate SOC estimation ensures the battery is neither overcharged

nor over-discharged, preventing degradation and reducing safety risks like cell

damage or thermal runaway.

To address SOC estimation, researchers have explored a variety of modeling

approaches. Physical models, such as the Doyle-Fuller-Newman (DFN) model [21],

use first-principles to detail internal electrochemical processes, achieving high

accuracy [6,12]. Direct measurement methods like open-circuit voltage (OCV) [28–

30] and Coulomb counting [31–33] offer simpler solutions but may lack precision

under dynamic operating conditions. Equivalent circuit models (ECMs) provide

a practical approach by representing the battery as circuits of voltage sources

and passive components like resistors and capacitors [16, 34, 35]. Furthermore,

advanced machine learning techniques, such as artificial neural networks (ANNs)

[36–39], leverage machine learning to derive battery models directly from empirical

data [10,40].
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As EV adoption grows, the need for accurate, real-time estimations of these

battery states becomes even more pressing. These models are integral to bat-

tery management systems, supporting decision-making that maximizes battery

performance while safeguarding long-term health and safety. Achieving models

that balance accuracy and computational efficiency remains crucial for effective

real-time SOC estimation, essential for the demands of modern EV applications.

The following sections present a thorough review of the literature on battery

modeling and SOC estimation methods.

2.1.1 Physics-based Models

Physical models, including the single-particle model (SPM) [41] and the

Doyle-Fuller-Newman (DFN) or pseudo-two-dimensional (P2D) model [6, 42,43],

are grounded in first-principle methods, offering a comprehensive and detailed

representation of the electrochemical processes occurring within lithium-ion cells.

These models are integral for understanding and predicting battery behavior under

a wide range of conditions, as they explicitly model fundamental phenomena

occurring within the cell structure.

For instance, the DFN model captures the intricate, microscopic dynamics of

the battery by employing partial differential equations (PDEs) to describe key

processes such as ionic diffusion, lithium-ion intercalation and deintercalation,

electrolyte concentration gradients, and electrochemical reaction kinetics [6, 12].

Specifically, the DFN model treats the electrodes as porous structures, accounting

for the movement of lithium ions in both the electrolyte and solid active materials

within the electrodes. Ionic diffusion within the electrodes and electrolyte is

modeled by Fick’s law, which governs how ions spread from regions of high

to low concentration. Additionally, the model describes the electrochemical
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reaction kinetics at the interface between the solid electrode particles and the

electrolyte using the Butler-Volmer equation, which relates the current density to

the overpotential and reaction rate constants. This detailed approach allows for

an accurate representation of how lithium ions are transported through the cell,

stored within the electrode particles, and ultimately contribute to the battery’s

overall voltage and capacity.

Furthermore, the DFN model includes terms for the electric potential dis-

tribution across the cell, allowing for the calculation of the cell’s open-circuit

voltage and internal resistances under varying states of charge and temperature.

This level of detail provides insights into the potential drops across the solid and

liquid phases, helping understand the cell’s efficiency and power capabilities under

high-current applications. Additionally, by modeling electrolyte concentration

gradients, the DFN model helps predict conditions that may lead to lithium

plating or accelerated aging, which are crucial for high-power applications like

fast charging.

Despite the high accuracy and predictive capabilities of models like DFN,

they are computationally demanding. Solving the PDEs that describe solid-state

diffusion and electrolyte transport requires substantial computational resources,

especially when simulating batteries with large electrode surface areas or high

energy densities. Each layer of the cell (anode, separator, cathode) has unique

transport properties and reaction characteristics, which must be discretized and

solved across multiple nodes, further increasing the computational complexity.

As a result, using these models for real-time battery management in electric

vehicles or other applications is challenging without significant computational

simplifications.
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Furthermore, accurate parameterization is crucial for the reliability of physical

battery models, as it necessitates comprehensive experimental data. For instance,

the DFN model alone requires over 30 parameters, specific to each cell type,

which encompass material properties, physical dimensions, and electrochemical

characteristics [4, 44, 45]. Developing these models involves complex and inva-

sive experimental methods, including cell dissection, electrochemical impedance

spectroscopy, and pulse-relaxation testing, to accurately identify internal battery

parameters [6,21,42]. These parameters; such as the diffusion coefficient, reaction

rate constants, and transference number; not only vary between different cell

chemistries but also fluctuate with changes in operational conditions and battery

state of health. As the battery cycles and undergoes degradation, these values

shift, adding further complexity to the modeling process and challenging the

maintenance of accurate predictions over time [4].

A more computationally feasible alternative to the complex Doyle-Fuller-

Newman model is the single-particle model (SPM). SPM provides a simplified

approach to modeling a lithium-ion cell’s behavior by significantly reducing

the complexity of internal dynamics. Rather than accounting for detailed ion

concentration profiles throughout the electrodes and electrolyte, the SPM assumes

uniform lithium concentration within each electrode. This assumption simplifies

the governing equations, as it reduces the partial differential equations in the

DFN model to simpler ordinary differential equations, thereby enabling faster

computations [41].

However, this simplification comes with limitations. One of the primary

constraints of the SPM is its assumption of uniform concentration gradients within

each electrode, which can lead to inaccuracies in predicting battery behavior under

certain conditions, particularly during high C-rate operations (< 1C-rate) [46].
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At higher current densities, significant concentration gradients arise due to the

rapid transport of lithium ions, leading to non-uniform distribution of lithium

within the electrode particles. Since the SPM does not model these gradients, it

cannot accurately capture the effects of ion depletion or accumulation in different

regions of the electrode, leading to significant state estimation errors.

Additionally, the SPM does not explicitly model the electrolyte concentration

and potential distribution across the cell. This omission limits its ability to capture

polarization effects associated with electrolyte depletion, which are particularly

pronounced under high-power charging and discharging. In applications where

precise control of electrolyte dynamics is necessary, such as fast charging or

discharging at high currents, this limitation can lead to significant deviations

from actual battery behavior, potentially impacting safety and battery longevity.

Also, the SPM’s accuracy can be limited by its inability to account for

thermal effects, as temperature plays a significant role in influencing lithium-ion

transport, reaction kinetics, and cell degradation. In most implementations,

thermal dynamics are either neglected or incorporated as an external parameter,

which may not be sufficient for applications involving wide temperature ranges or

rapid temperature fluctuations. As a result, the SPM’s simplified approach can

limit its utility in applications where both thermal and electrochemical stability

are crucial.

In summary, while physical models like the DFN offer highly accurate state

estimations and precise insights into battery behavior, they present substan-

tial challenges for real-time applications due to their computational intensity.

Although simpler models like the SPM improve computational efficiency, they

may compromise accuracy under certain conditions. Therefore, for real-time

applications, alternative modeling approaches that reduce complexity while main-
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taining sufficient accuracy across the battery’s full operational range are generally

preferred.

2.1.2 Direct Measurement Methods

The high modeling and computational costs associated with advanced SOC

estimation methods have led to the adoption of simpler techniques, such as direct

measurement methods. These techniques estimate SOC using measurable physical

or chemical properties of the battery without relying heavily on computational

models. These approaches are generally straightforward, such as voltage-based

methods (§2.1.2) and current integration techniques (§2.1.2), but their accuracy

and applicability can be limited under certain conditions.

Open Circuit Voltage Method

The open-circuit voltage (OCV) method [28–30], while straightforward and

less computationally demanding, generally suffers from a limited operational

range and sensitivity. The OCV method, for example, estimates SOC by using

the battery’s OCV, or Thevenin voltage in circuit terms, which is a critical

parameter that reflects numerous aspects of the battery’s internal state and

overall performance. This method operates on the premise that the voltage at

the battery terminals fluctuates with the SOC, reaching a maximum when the

battery is fully charged and a minimum when it is fully discharged.

To implement this method, the OCV-SOC relationship must first be mapped,

typically by subjecting the battery to a series of charge and discharge cycles

under controlled conditions. These cycles allow for an empirical mapping that

can then be stored as a static lookup table or approximated using polynomial
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equations [47]. However, this relationship is not fixed; it varies significantly with

the battery’s chemical composition, the rate of charging and discharging (known

as the C-rate), and the ambient temperature. Consequently, a unique OCV-SOC

mapping may be required for each set of operating conditions to achieve an

accurate SOC estimate.

A particular challenge arises with lithium-ion batteries, which exhibit relatively

flat charge/discharge curves across a broad SOC range. In these cases, the OCV

changes very little across large portions of the SOC spectrum, making it difficult

to pinpoint SOC from voltage readings alone. This limitation becomes even more

pronounced in real-world applications, such as electric vehicles, where batteries

are subject to rapidly changing operating conditions and dynamic current profiles.

In contrast, this approach is more effective for other battery chemistries, such as

lead-acid batteries, which exhibit relatively linear charge/discharge curves. This

linearity enables a more accurate estimation of the state of charge (SOC), as a

measured voltage can be reliably correlated to a specific SOC value.

Additionally, standard OCV-SOC mappings are typically generated using

static current levels during charging and discharging or with simple dynamic

profiles that do not adequately stimulate the full range of the battery’s internal

processes. Such mappings, while useful in steady-state or controlled laboratory

settings, often fall short of accurately representing the SOC in applications with

complex and variable charge/discharge cycles. For electric vehicles, where high

power demands and regenerative braking cycles lead to frequent fluctuations in

current and load conditions, the SOC estimation based solely on OCV becomes

increasingly unreliable. These discrepancies can result in suboptimal battery

management, reducing both performance and lifespan.
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As electric vehicle applications grow in scope and complexity, the limitations

of traditional OCV-based SOC estimation methods highlight the need for more

adaptable and robust modeling techniques that can dynamically adjust to the

battery’s operational conditions.

Coulomb Counting Method

The Coulomb counting method, also known as current integration, is a com-

monly applied approach for estimating the state of charge of lithium-ion bat-

teries [31–33]. This method operates by measuring the current flow into and

out of the battery over time, and integrating this current to estimate the net

charge change. Normalizing the integrated charge by the cell’s capacity yields

SOC values within the range of 0% (fully discharged) to 100% (fully charged) [17].

This process makes Coulomb counting an intuitive approach since it directly

links SOC to the net charge added or removed from the battery. As a result,

it can produce relatively accurate results under steady conditions, providing a

continuous indication of SOC during battery operation.

The effectiveness of Coulomb counting, however, is highly dependent on the

precision of current measurements, making it susceptible to drift and inaccuracies,

particularly under real-world conditions. In complex and dynamic applications

like electric vehicles, Coulomb counting’s accuracy can degrade due to the inher-

ent variability in operating conditions. Since Coulomb counting relies entirely

on measured current values, any sensor drift or errors in the current measure-

ment accumulate over time, leading to growing discrepancies in SOC estimation.

For example, if there is even a slight deviation in current measurements over

many cycles, the SOC estimate can become increasingly inaccurate, reflecting a

phenomenon commonly referred to as drift.



23

Self-discharge is another significant challenge for Coulomb counting, as the

method cannot directly account for charge losses when the battery is idle. Lithium-

ion batteries are subject to gradual self-discharge over time, especially when left

idle for extended periods. Since Coulomb counting lacks a feedback mechanism

to adjust for this, it cannot correct for charge loss due to self-discharge, further

compounding SOC inaccuracies.

In addition to drift, the SOC estimation accuracy of Coulomb counting is

affected by the sampling rate of current measurements. A lower sampling rate

may miss finer details in current fluctuations, reducing the method’s accuracy,

especially in dynamic charging and discharging environments like those in EVs.

Since Coulomb counting is an open-loop method, it lacks an inherent feedback

mechanism that could self-correct for cumulative errors. Consequently, any initial

calibration errors continue to influence SOC estimation over time, which poses

long-term accuracy challenges.

Coulomb counting is also impacted by variations in Coulombic efficiency,

which is the ratio of charge discharged to charge charged during a full cycle [48].

Several factors, such as battery aging, ambient temperature, and discharge rates,

affect Coulombic efficiency. For instance, as the battery ages, internal resistance

increases, which can lead to losses during charge and discharge cycles, ultimately

affecting Coulombic efficiency. Temperature fluctuations also impact the rate

of chemical reactions within the battery, altering its effective efficiency during

charging and discharging cycles [47]. Differences in charge and discharge rates

(C-rates) can further compound these issues by introducing inconsistencies in

Coulombic efficiency, as batteries may exhibit lower efficiency at higher current

levels due to increased resistance and heat generation. Additionally, side reactions,
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such as electrolyte decomposition, can contribute to charge inefficiencies, leading

to further inaccuracies in SOC estimates.

Due to these limitations, the accuracy of Coulomb counting often diminishes

over prolonged use, especially in applications where precise SOC estimation is

crucial. To counteract this, frequent recalibration of the current measurement

system is required to minimize drift and error accumulation. However, imple-

menting such a calibration regimen is costly and time-consuming, especially for

high-demand applications.

2.1.3 Equivalent Circuit Models

Equivalent Circuit Models (ECMs) have been extensively studied in the field

of lithium-ion battery modeling due to their balance of simplicity, computational

efficiency, and adequacy in capturing basic battery behaviors [16,17,34,35,49–58].

ECMs are typically used for estimating crucial parameters such as state of charge,

state of health, and voltage response, and they have been developed with a

range of complexities to meet different modeling needs. The basic framework

of ECMs involves simplified electrical representations of battery behavior using

standard circuit elements like resistors, capacitors, and voltage sources. These

elements approximate the electrochemical processes within lithium-ion batteries,

with parameters commonly identified through empirical testing [16,49,56]. For

lithium-ion batteries, ECMs typically consist of a series resistance to represent

the immediate voltage drop due to internal resistance and one or more RC

(resistor-capacitor) networks to model dynamic responses, capturing delayed

voltage changes from processes like ion diffusion and polarization. These models

range from simple structures with a single RC pair to more complex configurations

with multiple RC pairs, which provide enhanced capability to simulate intricate
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dynamic behaviors [59]. The applicability of ECMs can be categorized by their

complexity. Simple ECMs with a single RC pair are typically adequate for low-

dynamic applications, such as portable electronics, where capturing a general

voltage profile is sufficient. In contrast, more complex ECMs that incorporate

multiple RC pairs are better suited for high-power applications, as they can

capture transient behaviors and relaxation effects that occur after rapid current

changes; essential for accurate modeling in electric vehicles (EVs) and other high-

power contexts [3, 17,58,59]. In general, ECMs’ computational efficiency, simple

structure, and ease of parameterization make them widely popular in real-time

battery management system (BMS) applications. Their computationally efficiency,

makes them particularly appealing for embedded systems where processing power

and memory are limited. For simple ECMs, modeling costs are low because

parameters, such as resistance and capacitance, are easily identifiable through

pulse discharge tests or similar experiments. This ease of parameterization makes

ECMs suitable for various battery types and applications [49].

The adaptability of ECMs has enabled their widespread use in state of charge

(SOC) and state of health (SOH) estimation [16,52,55,59]. By adjusting basic

parameters, ECMs can deliver sufficiently accurate results in scenarios that do

not require detailed internal analysis. Moreover, with suitable tuning, ECMs can

offer reliable predictions in short-term scenarios, where the battery operates under

steady or predictable conditions. Despite their advantages, ECMs exhibit several

limitations, particularly in applications that demand high accuracy across varying

conditions or long-term state tracking. These limitations are widely recognized in

the literature and relate primarily to their limited operational range, lack of degra-

dation modeling, and strong sensitivity to environmental factors [53,60]. ECMs

often underperform outside the conditions for which they were calibrated, such as
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high C-rates or extreme temperatures. When encountering unforeseen conditions,

ECMs may require recalibration of model parameters. For example, in [49], an

ECM designed for a 21700 NCM811 lithium-ion cell was parameterized within an

SOC range of 80% to 20% and specific C-rates. This constrained range limits their

applicability in scenarios with variable operating conditions, such as high-current

discharges during EV acceleration, where complex electrochemical dynamics are

prevalent. Moreover, ECMs can struggle to account for highly nonlinear behaviors

under extreme conditions. During rapid acceleration or high-power discharge in

EVs, for instance, ECMs with a single RC pair may fail to capture voltage sags

accurately, leading to estimation errors [46, 59]. A significant drawback of ECMs

is their inability to account for the effects of degradation mechanisms, such as

lithium plating, electrolyte decomposition, or solid electrolyte interphase (SEI)

growth. These limitations prevent ECMs from accurately tracking SOC and SOH

over the battery’s lifespan, which is essential for long-term battery management

applications [46]. Unlike physics-based models that reflect changes in internal cell

processes, ECMs provide overly simplified predictions, that can result in unreliable

results in aged batteries where internal resistances and capacities change over

time. ECMs are also highly sensitive to temperature fluctuations, often requiring

external compensation methods to maintain accuracy. For example, ECMs may

fail to predict voltage accurately at low temperatures due to substantial increases

in internal resistance. In cold-climate applications, extensive recalibration may be

necessary to maintain prediction accuracy [46,59]. Another challenge is parameter

drift in ECMs over time as the battery undergoes cycling and aging. Frequent

recalibration becomes necessary in high-cycle applications, such as grid storage

and EVs, complicating maintenance efforts. Without adjustments, ECM predic-

tions become less reliable as the battery ages, leading to potential estimation
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errors [60]. To mitigate parameter drift, continual recalibration is required, which

is a burdensome and costly task, expecially, for complex ECMs that incorporate

multiple RC pairs. Conclusion In summary, ECMs offer a practical and compu-

tationally efficient approach for modeling lithium-ion battery behavior, making

them valuable tools in real-time BMS applications where computational simplicity

and short-term accuracy are sufficient. Their ease of parameterization and adapt-

ability contribute to their widespread use in SOC estimation in moderate-power

applications. However, ECMs are limited in scenarios with variable operating

conditions, such as high C-rates or low temperatures, and are generally unsuitable

for long-term degradation tracking due to their simplified structure and lack

of connection to internal electrochemical processes. For applications requiring

high accuracy, such as EVs with significant power demands, research increasingly

favors hybrid or physics-based models that better capture the complex dynamics

of lithium-ion batteries and extend their operational range. Continued research is

essential to enhance ECMs or develop hybrid models that balance computational

efficiency with long-term accuracy, especially for critical applications in energy

storage and electric vehicles.

2.1.4 Machine Learning Models

Machine learning (ML) has become a transformative tool in the study and

management of lithium-ion batteries, providing powerful, data-driven methods to

predict battery behaviors, optimize performance, and extend lifespan. Leveraging

large datasets, ML models can capture and model complex battery dynamics,

such as state of charge (SOC), state of health (SOH), and degradation pro-

cesses—factors critical to applications where reliability is paramount, including

electric vehicles and grid storage [38,46].
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These ML models, often termed “black box” models [61,62], develop mathe-

matical representations of battery systems directly from empirical data, bypassing

the need for traditional, physics-based approaches. This data-centric approach

shows substantial promise in accurately predicting battery behavior, making

ML highly suitable for real-time battery management systems, where efficient

processing is essential. Moreover, ML is not a one-size-fits-all solution but offers

a flexible suite of tools adaptable to various stages of battery development, from

classification and dynamic modeling to managing unforeseen operational scenarios

through advanced techniques like ensemble learning and transfer learning [63].

Various machine-learning techniques have been explored to address the com-

plex problem of battery performance management. These methods capitalize

on abundant measurement data and include neural network (NN) frameworks,

such as feed-forward NNs [36, 64, 65], recurrent NNs [37, 66], Elman NNs [67],

stochastic fuzzy NNs [68], convolutional NNs [69, 70], backpropagation NNs [71],

and nonlinear autoregressive NNs [72]. Additionally, support vector machine

(SVM) frameworks have shown good performance in predicting SOC and SOH,

including implementations that employ a moving window [73, 74] and hybrid

approaches with fuzzy clustering techniques [75, 76]. Such ML-based models

outperform many traditional approaches in their predictive accuracy for SOC

and SOH.

For instance, in [77] a two-layer neural network (NN) with 30 neurons in

the hidden layer could predict battery state with an error rate of around 4%,

leveraging the NN’s capability to model nonlinear battery behavior and capture

complex interactions between voltage and other parameters. Similarly, Meng et

al. [74] achieved comparable performance with an SVM strategy incorporating
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a moving window, which improved computational efficiency while modeling the

battery.

However, standalone ML models often encounter limitations in accurately

estimating SOC, especially under variable operating conditions. These chal-

lenges stem from their lack of integration with the underlying physics governing

lithium-ion battery processes, insufficient data, and the inherent difficulty of ML

models in handling out-of-distribution scenarios effectively. To increase accuracy

and reduce RMS error, ML methods are frequently combined with traditional

techniques or inference mechanisms, such as Kalman filters, to create hybrid

models. Section §2.1.5 presents examples of these hybridization methods. For

instance, combining a neural network model with an Extended Kalman Filter

(EKF) allows the EKF to dynamically refine the neural network’s SOC predictions

by probabilistically merging them with real-time battery measurements, reducing

the RMS error from 4% to 2%. This integration leverages the EKF’s real-time

updating capabilities, enabling the hybrid NN-EKF model to manage transient

behaviors and nonlinearities in real-world battery operation, such as variable loads

and temperature fluctuations. However, hybridization also introduces modeling

complexity and can inherit limitations from the traditional methods it combines.

Alternatively, purely data-driven solutions, such as deep learning, offer another

approach. Deep neural networks (DNNs), which involve multi-layered neural

architectures, are particularly effective for handling large volumes of complex

battery data. Deep Feedforward Neural Networks (DNNs), for example, can

estimate SOC by directly mapping measurement inputs to SOC values. Training

data, generated under a range of operating conditions in controlled laboratory

settings, allows DNNs to learn complex dependencies within the data, encoding

these patterns into network weights and yielding accurate SOC predictions. As a
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result, DNNs effectively capture the nonlinear behaviors of batteries under diverse

conditions [36].

ML models can also analyze sensor data in real time, allowing dynamic

adjustments to charging protocols, which is valuable in fast-charging applications

where algorithms must balance speed and battery degradation. Despite these

benefits, several limitations of ML in battery applications persist. High-quality

and extensive datasets are typically needed to build reliable models, which poses

challenges when data is scarce [3]. Limited data, for example, can lead to

inaccuracies in state predictions.

Interpretability is another critical issue. Many ML models, especially deep

neural networks, operate as “black boxes,” making it difficult to understand the

relationship between inputs and predictions [61]. This lack of transparency can be

problematic for safety-critical applications, where understanding model outputs

is essential for trustworthiness and regulatory compliance [38].

Moreover, computational complexity can also challenge ML’s practical ap-

plication in battery management. Training and deploying large ML models are

resource-intensive and may require advanced computational hardware, which can

be impractical in embedded battery management systems [58].

Another limitation is ML models’ struggle to generalize across diverse op-

erational conditions, where performance often degrades under new or variable

environments not represented in the training data. In battery management,

variations in temperature, charge/discharge rates, and battery aging introduce

data distributions that ML models may not be fully trained to handle, potentially

leading to inaccuracies. Known as the *generalization gap*, this issue is particu-

larly pressing for applications like EVs and grid storage, where batteries operate

under fluctuating conditions, and reliable predictions are essential for safety and
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efficiency [78, 79]. While techniques like transfer learning, domain adaptation,

and ensemble methods can improve generalization, they add complexity and do

not fully resolve the issue.

In conclusion, while ML offers substantial potential for improving lithium-ion

battery performance, data requirements, interpretability, computational demands,

and generalizability remain active areas of research. Future studies will likely

focus on refining hybrid models and extending ML’s applicability to different

battery chemistries and operating environments, advancing the reliability and

efficiency of ML-driven battery management systems.

2.1.5 Hybrid Models

Hybrid battery modeling approaches are gaining traction as they combine

physics-based, equivalent circuit, and data-driven models to improve the perfor-

mance, robustness, and complexity management of battery systems. Rather than

treating these methodologies as mutually exclusive, researchers are increasingly

exploring integrated or ”gray box” models, particularly those that blend physics-

based and data-driven techniques. [80] provides a comprehensive overview of

methods that unite physics-based models with machine learning, illustrating how

hybrid models can combine the accuracy and efficiency of data-driven insights

with the reliability of established physical principles. These models capture com-

plex battery behaviors while grounding predictions in physical laws, enhancing

both interpretability and adaptability [81].

In contrast to purely data-driven ”black box” models, gray box models use

physics-based principles to retain transparency and theoretical grounding, offering

a more interpretable framework. For instance, physics-informed neural networks

(PINNs) enforce adherence to physical laws like thermodynamics and charge
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conservation, helping the model remain consistent with established scientific

knowledge [82]. Similarly, physics-based feature engineering can embed domain

knowledge into model inputs, allowing data-driven methods to better learn and

predict meaningful patterns [64]. Another approach is physics-based model correc-

tion, which uses data-driven techniques to refine traditional physics-based models,

improving accuracy in capturing complex or partially understood phenomena [64].

Additionally, physics-based activation functions in neural networks incorporate

known physical relationships directly into the learning process, enhancing model

fidelity [46].

These hybrid approaches are essential for advancing battery technology, as

they provide more reliable, interpretable, and generalizable models suited for

real-world applications.

Several hybrid SOC estimation methods also integrate filtering algorithms like

Extended Kalman Filter (EKF) [3,52,83,84], Unscented Kalman Filter (UKF) [50,

85, 86], Luenberger observer [87], sliding mode observer [88, 89], and Adaptive

observer [58, 90,91] to address measurement and modeling uncertainties [51, 58].

These filters are particularly valuable in managing noise and drift associated

with direct measurement methods, such as open-circuit voltage (OCV) and

Coulomb counting, which tend to experience cumulative errors without ground

truth data. Filter-based hybrid models can offer robust prediction performance,

although they can be sensitive to numerical errors over time, impacting variance

parameters and leading to filter divergence. Rigorous model development and

noise characterization can mitigate these issues but may increase computational

costs.

In response to limitations with OCV and Coulomb counting, various hybrid

methods integrate these with state-based models combining electrochemical or
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equivalent circuit models with measurement and machine learning methods. Some

models use OCV resets to mitigate SOC estimation drift, leveraging open-circuit

voltage to recalibrate SOC predictions and manage errors due to initial SOC

uncertainties [92–94]. While these hybrid models improve SOC prediction, they

can be sensitive to operating conditions like temperature, restricting the battery’s

operational range.

In conclusion, hybrid models offer an efficient solution for battery modeling,

enhancing predictive accuracy while addressing specific limitations of purely data-

driven or physics-based approaches. However, further advancements in hybrid

methods are needed to extend their accuracy across broader operational conditions

and to reduce computational costs, ultimately improving their applicability in

battery management systems across diverse applications.

2.1.6 Explicit Data-driven Models

The limitations in existing methodologies for modeling lithium-ion batter-

ies have motivated our research toward an alternative, data-driven approach.

Data-driven modeling (DDM) of complex systems, like LiBs, offers substantial

promise for accurately capturing the underlying dynamics by leveraging explicit

terms derived directly from input-output data [60]. This approach enables en-

hanced prediction and understanding of system behavior [95–97]. DDM aims to

address the challenges of traditional methods by using accessible data to uncover

interpretable models that are well-suited for system identification, prediction,

and control. Moreover, recent advances in machine learning further support this

approach by enabling the creation of interpretable models that bridge data and

physical insights, facilitating efficient control design and enabling the desired

performance of complex systems [95]. The field of data-driven modeling has
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been approached through various frameworks and for a variety of applications

including turbulence, epidemiology, neuroscience, and finance, where systems

are high-dimensional and nonlinear and exhibit multiscale phenomena in both

space and time [95,98]. Since the 1960s, various data-driven modeling frameworks

have been developed to capture dominant system characteristics by leveraging

input-output data and state-space models, beginning with Kalman’s introduc-

tion of minimum realization (Kalman decomposition). This seminal method

proposed the realization of state space models of linear systems via analysis of

experimentally obtained response data and established the important principles

of realization theory in terms of system controllability and observability [99–101].

Following Kalman’s minimum realization, many model reduction techniques were

introduced for the development of stable reduced-order models (ROM) of the

full high-dimensional systems. The fields of data-driven modeling and model

reduction are intertwined, with methods of one field often using the developments

of the other for inspiration. Balanced Truncation (BT) is a well-established

model-reduction technique in the field of control theory for relatively small linear

input-output dynamical systems [102–104]. BT performs a balancing coordinate

transformation using the concepts of minimum realization to balance the ob-

servable and controllable components of the system, yielding tractable ROM,

which captures the important aspects of the full-order dynamics. However, BT

is expensive and potentially intractable for high-order systems since it requires

the computation of the system’s controllability and observability Gramians [102].

An efficient alternative is proper orthogonal decomposition (POD), which is a

model reduction technique developed for high dimensional systems [105]. POD

works by performing a coordinate transformation to an orthogonal basis and

offers improved computational efficiency but may result in unstable models even
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for stable systems [105–107]. The emergence of efficient computational methods

for Singular Value Decomposition (SVD) [108–110] inspired new data-driven

modeling approaches to the realization problem, such as the Eigensystem Real-

ization Algorithm (ERA). It was developed for modal parameter identification

of aerospace structures such as the Galileo spacecraft from measured data [111].

ERA extends the concepts of minimum realization in combination with the SVD

technique for treating noisy data and model reduction. It provides accurate

low-order linear models of high-dimensional systems under the restrictions that

the system operates in a linear range, has time-invariant dynamics, and allows

for computation of its impulse response [99, 101,111, 112]. The Observer Kalman

Identification (OKID) technique was developed as an extension to ERA that lifts

some of its restrictions by using an asymptotically stable observer to estimate

the system’s impulse response from any set of pseudo-random inputs [113–115].

ERA and OKID are suitable for input-output systems with higher rank (dimen-

sionality) than the number of observables [114,116]. After OKID, the tractable

model reduction technique, balanced POD (BPOD), was introduced. BPOD

combines the balancing principle of BT with the computational efficiency of

POD. It performs the balanced truncation through direct and adjoint impulse

response functions, which efficiently approximate the system’s Controllability

and Observability Gramians. However, BPOD is limited to systems with known

models due to the required computation of adjoint response data, which can only

be obtained through manipulation of existing models [105, 117, 118]. An adaptive

learning alternative is Jacobian Learning, which utilizes learning methods to

identify and recursively update a system’s input/output sensitivity (dominant

characteristics) from measurement data [119,120]. The Jacobian learning process

is carried out via a recursive least squares approach [95]. Once the sensitivity
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is learned, this approach allows for model-free control of the system without

explicit knowledge of the underlying dynamics [121]. However, to maintain the

accuracy of the learned Jacobian, it must be recursively updated, and thus it is

best suited for offline applications. Dynamic Mode Decomposition (DMD) is a

computationally efficient data-driven modeling technique for identifying linear

reduced-order models of complex high-dimensional systems. It produces coupled

sets of spatial-temporal modes (structures) that dominate the observed measure-

ment data. These structures are connected by a linear dynamical system that

demonstrates their evolution in time, and they are identified by approximating

the system’s leading eigen-decomposition [116,122–127]. Recent extensions such

as eDMD (Extended Dynamic Mode Decomposition) use the DMD technique as

the computational machinery to approximate the Koopman operators of highly

nonlinear systems [128–131]. Koopman operators characterize the nonlinearities

of a system via a transformation to an intrinsic coordinate system where nonlinear

dynamics appear linear [132–136]. Obtaining linear representations of strongly

nonlinear systems via approximation of Koopman operators has the potential to

revolutionize our ability to predict and control complex systems [136]. However,

this often requires manual preparation of nonlinear observables according to the

system’s underlying physics, which is often unknown. Furthermore, automated

learning approaches for Koopman operators [135] are often only suitable for

purely predictive models that do not account for external forcing (control inputs).

Nonlinear data-driven modeling techniques such as SINDy (Sparse Identification

of Nonlinear Dynamics) [137] provide an efficient alternative to the previously

detailed linear modeling approaches (e.g. ERA, OKID, DMD, etc.) that allow

for accurate characterization of nonlinear dynamics and inclusion of the effects

of external forcing to the identification problem via extensions such as SINDYc
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(SINDY with control) [138]. SINDy (Sparse Identification of Nonlinear Dynamics)

models the governing equations of a dynamical system by constructing a library

of candidate terms—linear and nonlinear transformations of the measurement

data—and assigning coefficients that indicate the significance of each term in ex-

plaining the system’s behavior [137–143]. This approach uses a sparsity-promoting

algorithm to optimize the model weights, selecting a parsimonious subset of ba-

sis functions that accurately represents the data with minimal terms [96, 144].

SINDy’s capability to create computationally efficient (sparse) models of complex,

high-dimensional, and nonlinear dynamical systems, while capturing multiscale

phenomena across both space and time, makes it particularly well-suited for

modeling lithium-ion battery behavior. Its control-oriented framework, which ac-

counts for external forcing, produces interpretable models that accurately capture

the underlying dynamics, offering valuable insights into system behavior. These

attributes make SINDy an appealing and practical tool for real-time applications

in battery management systems . Furthermore, this explicit data-driven modeling

approach bypasses the need for proprietary or inaccessible data from mechanistic

models, delivering accurate and practical battery representations. It also demands

significantly less data compared to machine learning methods like neural networks,

while producing interpretable battery digital twins well-suited for control-oriented

applications. Despite its strengths, SINDy encounters notable challenges when

applied to the state of charge (SOC) dynamics of Li-ion batteries, particularly in

maintaining accuracy across diverse operating conditions, including varying ambi-

ent temperatures. Battery dynamics, such as temperature-dependent changes in

internal resistance, are inherently complex. Moreover, the slow evolution of these

dynamics limits effective system excitation across low and high temperatures

within a single experimental dataset [59]. Several limitations of SINDy arise
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from its reliance on generic libraries (e.g., polynomial terms), which may be

adequate for simple or well-defined problems but struggle with more complex

systems. These libraries can yield inaccurate representations of the data, and the

choice of sparsification parameters (hyperparameters) often results in significantly

different models. Furthermore, the method may misfit the data to a nonlinear

model, even when using an appropriate library, as identifying the ”correct” set

of nonlinear functions is inherently challenging. Different combinations of terms

can produce similar input-output behaviors, complicating the modeling process.

Identifying an optimal model that balances accuracy and complexity requires

solving an outer-loop optimization problem involving the hyperparameters of

the sparsification algorithm. The effectiveness of the learning algorithm depends

heavily on the selection of these hyperparameters, which govern the learning

process and influence the resulting model. Proper hyperparameter selection is

crucial for achieving optimal performance, but the vast search space often leads to

suboptimal outcomes. Hyperparameter tuning, therefore, necessitates an iterative

outer-loop optimization process to fine-tune these parameters [145], as their

impact on model quality is inherently non-deterministic.

Thus, the generic methodology must be refined to optimize the modeling of

SOC dynamics. A significant advantage of this approach, however, lies in its high

adaptability, enabling specialization to meet the unique requirements of battery

systems.

Recent research by the authors extends the SINDy modeling techniques to

energy storage systems, particularly lithium-ion batteries [15, 46,46,60,146,147].

In this work, we apply explicit data-driven methods to develop a temperature-

dependent digital twin of SOC dynamics for Li-ion batteries, aiming to enable

real-time monitoring and control. The digital twin represents a virtual model that
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integrates concepts of both mechanistic and data-driven approaches, establishing

a robust link between physical and digital realms [51,148,149]. Our objective is to

create a parsimonious battery model that is not only accurate and computationally

efficient but also interpretable by embedding relevant physical insights.

We demonstrate that incorporating physics-informed terms into the model-

ing process significantly reduces error, even under previously unseen operating

conditions. This work leverages domain knowledge to design tailored sets of

library terms that enhance model learning and representation, introducing a

Monte Carlo library search to identify additional nonlinear terms and improve

both the accuracy and generalizability of the model. An automated hyperparam-

eter tuning method is developed to balance training error, validation error, and

sparsity, achieving an optimal trade-off between accuracy and model complexity.

To ensure consistent performance across diverse operating conditions, particularly

over a wide temperature range, recalibration strategies for model coefficients are

implemented, maintaining model efficacy while preserving minimal complexity.

The proposed Physics-Informed and Temperature-Dependent Explicit Data-

Driven (PhITEDD) approach provides an efficient, interpretable, and highly

accurate alternative for SOC estimation in Li-ion batteries. This method char-

acterizes both nonlinear dynamics and temperature dependencies directly from

measured battery data, making it a powerful tool for advanced battery manage-

ment systems.

Lastly, Fig. 2.1 compares the most promising battery SOC modeling and pre-

diction methods discussed in this study, illustrating the advantages of PhITEDD

across key performance criteria, including: (i) Interpretability: the comprehensi-

bility of a model’s decision-making process. (ii) Robustness: a model’s ability

to accurately simulate battery behaviors beyond the scenarios represented in
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Term Definition

BMS Battery Management System
C-rate rate at which a battery is fully charged or discharged
DDM Data-Driven Modeling/Model
EV Electric Vehicle
LiB Lithium-ion Battery
OCV Open Circuit Voltage
ROM Reduced-Ordered Model
RMSE Root Mean Square Error
SOC State of Charge [%]

DFN Doyle-Fuller Newman, physics-based FOM of LiB
ECM Equivalent Circuit Model, the electrical model of LiB
SPM Single-Particle Model, physics-based ROM of LiB

BT Balanced Truncation
BPOD Balanced Proper Orthogonal Decomposition
DMD Dynamic Mode Decomposition
JL Jacobian Learning
KOT Koopman Operator Theory
NN / DNN Neural Network / Deep Neural Network
POD Proper Orthogonal Decomposition
SVD Singular Value Decomposition
ERA Eigensystem Realization Algorithm
OKID Observer Kalman Identification
SINDY Sparse Identification of Nonlinear Dynamics

Table 2.1. Nomenclature
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the training data. (iii) Fidelity: the precision with which a model replicates the

underlying physics that dictate battery behavior. (iv) Transferability: a model’s

capability to apply across multiple battery chemistries without needing signifi-

cant modification. (v) Computational efficiency: the time or memory needed to

perform a calculation. (vi) Data efficiency: the extent to which a battery model

can be parameterized using a minimal amount of measured data. (vii) Domain

Knowledge: the essential understanding of the underlying principles and physics

that govern the system’s behavior. (viii) Applicability: the range within which a

model can effectively operate, including the data space it can accurately handle.

Figure 2.1. Comparison of SOC Modeling and Prediction Methods.

2.2 Fast Charging

Over the last decade, LiBs have become the technology of choice for grid

storage, portable electronics, and specifically electric vehicles (EVs). However,

despite advancements in battery technology and incentives like tax credits, EV

adoption still faces a major hurdle in slow charging times. Charging an EV battery

pack to full capacity takes significantly longer than refueling a conventional
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vehicle [150]. This has led to increased demand for enhanced battery technologies

that deliver fast-charging protocols with minimal charging duration while ensuring

safety during operation.

The cycle life of lithium-ion batteries is significantly affected by the selected

charging protocol [151]. Furthermore, fast charging can accelerate battery degra-

dation. Thus, a trade-off exists between charging speed and battery lifespan [152].

The primary risk comes from subjecting the battery to high C-rates and the

elevated temperatures that a fast charge generates [153]. Elevated temperatures

can accelerate electrochemical aging, resulting in increased lithium plating, higher

mechanical stresses, and an increased rate-of-growth of the SEI (solid-electrolyte

interface) layer [154,155]. The fast charging problem has been explored through

various methods, that can be grouped into two categories passive charging strate-

gies (model-free) detailed in §6.1 and active charging strategies (model-based)

detailed in §2.2.2.

2.2.1 Passive Charging

Passive charging strategies, including constant-current (CC), constant-current

constant-voltage (CC-CV) [153, 156, 157], multi-stage CC-CV [158], and pulse

charging techniques [154], represent traditional approaches for charging lithium-

ion batteries. These methods follow fixed charging profiles defined by constraints

on current, voltage, or power, and do not adapt to the dynamic state of the battery

during the charging process. This model-free nature makes them straightforward

to implement but inherently heuristic [150].

For example, the CC strategy applies a constant current throughout the charg-

ing process, while the CC-CV approach transitions to a constant voltage phase

once the battery reaches a specified threshold. Multi-stage CC-CV extends this
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concept by introducing additional stages to optimize the charging time and reduce

stress on the battery. Pulse charging, on the other hand, alternates between charg-

ing and rest phases to mitigate heat buildup and enhance lithium-ion diffusion

within the electrode. Despite their simplicity and reliability, these methods often

overlook the battery’s internal electrochemical dynamics and thermal responses,

which can lead to suboptimal charging efficiency and accelerated degradation.

These limitations have spurred the development of active optimal charging

protocols, which adaptively adjust charging profiles based on real-time feedback

from the battery.

2.2.2 Active Charging

Active protocols aim to balance fast charging demands with the need to

minimize adverse effects on battery health, such as capacity fade and increased

internal resistance. By leveraging insights from battery modeling and control,

active strategies offer a more tailored approach, considering factors such as state

of charge (SOC), temperature, and internal resistance. This shift toward active

methods represents a critical advancement in achieving efficient, safe, and durable

fast-charging solutions.

These charging protocols can be split into two categories. The first category

uses empirical battery models such as equivalent circuit models (ECMs) [34] or

machine learning models [36] to predict battery states using past measured data

and state observers such as Kalman filters [159], or moving horizon estimators [160]

to estimate the true/internal battery states.

Also, it includes a control or optimization scheme, such as linear quadratic

control [161], Pontryagin’s minimum principle [162], or model predictive control

(MPC) [163, 164], to improve charging performance. A significant body of lit-
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erature employs MPC to address the optimal charging problem. This problem

is framed as a constraint-based optimization whose goal is to either minimize

the time required to reach a specific state of charge (SOC) or maximize the

SOC achieved within a set charging duration. However, this technique is known

for its computational intensity. Furthermore, real-time implementations often

use empirical models, which are unable to reflect physics-based parameters and

compromise the physical precision of the solution [163]. The second category

of optimal charging strategies involves using physics-based models for calculat-

ing the battery states. These methods often utilize an MPC control scheme

along with reduced-order methods such as the single-particle model (SPM) [165],

and electrochemical models with a constant electrolyte concentration [166] since

they experience reduced computational complexity when compared to full-order

alternatives. This approach allows for formulating a closed-loop optimization

problem to minimize charging time and can more naturally include physics-based

constraints. Nonetheless, its efficacy is hampered by model inaccuracies stem-

ming from the simplified representation of the battery dynamics, alongside its

considerable computational complexity. Moreover, the streamlined dynamics

fail to exploit the system’s capabilities, potentially resulting in a conservative or

infeasible solution depending on the problem formulation.

This study proposes optimizing the charging profile (electrical current) for

minimum battery charge time while respecting constraints, including a maximum

cell temperature and a maximum voltage. This approach involves an adaptive

learning and control strategy that learns the Jacobian of a closed-loop system from

input/output data and optimizes the response based on the learned dynamics [95,

167,168]. The primary benefit of employing this approach lies in the flexibility it

offers to utilize full-order dynamics. The battery data was generated using the full-
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order electrochemical Doyle-Fuller-Newman (DFN, aka P2D) model [60], which is

governed by porous electrode and concentrated solution theories. We also employ

a thermal model that uses an energy balance approach to characterize the cell’s

thermal effects [7], making our electrochemical-thermal-based control law close

to the actual battery mechanism. Our approach implements the hybrid (mixed

continuous-discrete) framework, which aims to initially maximize current and

subsequently dynamically transition between operating modes to meet constraints.

Furthermore, our optimization approach initializes with information from a known

solution (e.g., CC-CV). It optimizes a set of control points [169] (waveform

parameters) to yield a charging strategy that meets fast charging demands and

sustains the safe operation of a LiB system.

2.3 Research Objectives and Approach

The primary research objective of this study is to address critical challenges

in battery management systems by enhancing their performance, applicability,

and adaptability under extreme temperatures, high C-rates, and varying states

of charge, which are key factors influencing battery modeling, control, and

overall performance. This includes developing accurate and computationally

efficient models for characterizing state-of-charge (SOC) dynamics of lithium-ion

batteries (LiBs) and devising optimal fast-charging strategies suitable for real-time

applications, such as electric vehicles.

The electric vehicle (EV) market has experienced steady growth over the

past decade, fueled by advancements in battery technology, stricter emissions

regulations to combat environmental pollution, and increasing consumer demand

for cleaner and more sustainable transportation. This shift towards electrifica-

tion is further supported by heightened awareness of climate change and the
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environmental drawbacks of internal combustion engine (ICE) vehicles, including

greenhouse gas emissions and air quality degradation. Consequently, EV adoption

is anticipated to continue its upward trajectory.

As EV adoption grows, the demand for optimized energy storage systems, par-

ticularly lithium-ion batteries, is increasing. While lithium-ion batteries offer high

energy density, low self-discharge rates, and decreasing costs, their performance is

affected by factors such as temperature fluctuations, charge/discharge cycles, and

aging, which can degrade capacity over time. Optimizing performance, enhancing

operational safety, and extending the longevity of electrified systems rely on the

continued development and refinement of battery management systems (BMS).

As a critical technology, BMS is essential for monitoring battery health, ensuring

safety, and maximizing efficiency through optimized charging and discharging

processes. To achieve optimal performance, BMS must have insight into the

internal battery state, particularly the SOC, which functions as the equivalent of

a fuel gauge in conventional vehicles. However, because direct SOC measurements

are not possible, it must be estimated using measurable signals such as elec-

trical current (I). Furthermore, optimizing charging performance presents new

challenges and demands for BMS. Fast charging technology significantly reduces

recharge time, enhancing convenience for long-distance travel and improving the

user experience. However, the increased speed of charging places substantial pres-

sure on BMS to carefully balance factors such as temperature regulation, charge

rate optimization, and safety protocols, all while preserving battery longevity. To

meet these heightened demands, BMS must implement highly adaptive charging

strategies that effectively mitigate risks such as excessive heat generation, which

can lead to thermal runaway and compromise battery safety.
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The challenge of SOC estimation has been approached through various mod-

eling techniques, including full-order electrochemical models and reduced-order

models (ROMs). Electrochemical models, based on first principles, offer high-

fidelity state estimates but require detailed knowledge of battery composition and

are computationally intensive, making them unsuitable for real-time applications.

In contrast, ROMs provide simplified representations of specific dynamic processes

(e.g., SOC) using methods such as physics-based or data-driven approaches. While

more efficient, ROMs often sacrifice some accuracy for computational simplicity.

This work presents a data-driven framework for efficient and accurate SOC

estimation by developing a reduced-order nonlinear model that characterizes the

complex dynamics of lithium-ion batteries using non-invasive input/output data.

The approach extends the operational range of LiBs by incorporating SOC- and

temperature-dependent behaviors, ensuring reliable performance across diverse

conditions, including the highly nonlinear regimes of low temperatures and low

SOC.

We accomplish this by leveraging state-of-the-art data-driven modeling tech-

niques, such as SINDyC, augmented with tools from machine learning, control

theory, and physics-informed learning. These advancements enable precise char-

acterization of LiB nonlinear dynamics using operando input/output data for

training and validation. Our methodology applies a sparsity-promoting algorithm

to approximate governing equations through a library of candidate terms. This

library includes linear and nonlinear features of the measurement data, with the

coefficients of these terms indicating their relative importance in capturing the

underlying battery dynamics.

The optimal charging problem has been explored through various methods,

broadly categorized into passive (model-free) and active (model-based) charging
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strategies. Since the cycle life of lithium-ion batteries is heavily influenced by the

chosen charging protocol, achieving an optimal balance between charging speed

and battery longevity is crucial. Fast charging, while enhancing convenience,

can exacerbate battery degradation. The primary risks stem from exposing the

battery to high C-rates and the elevated temperatures generated during fast

charging. These elevated temperatures accelerate electrochemical aging, leading

to reduced capacity and diminished overall performance over time.

Passive charging strategies, such as the constant-current constant-voltage

(CC-CV) method, are traditional approaches for charging lithium-ion batteries

that rely on fixed charging profiles constrained by current, voltage, or power limits.

CC-CV, the most widely used technique, is favored for its model-free design,

which enables straightforward implementation. This method delivers a constant

current during the initial charging phase and transitions to a constant voltage

once a predefined threshold is reached. However, because passive strategies do not

adapt to the battery’s dynamic state, they remain inherently heuristic and often

yield suboptimal performance, particularly under varying operating conditions.

Active charging strategies provide a more tailored approach by incorporating

factors such as SOC, voltage, and temperature into the charging process. These

methods leverage battery models in combination with control or optimization

schemes to enhance charging performance. The fast-charging problem is typically

formulated as a constraint-based optimization, aiming to minimize charging

time while mitigating adverse effects on battery health. However, the complex,

nonlinear, and temperature-dependent dynamics of batteries pose significant

challenges for active strategies. Model Predictive Control (MPC) is a widely

used technique due to its ability to manage complex systems. Nonetheless, its

computational complexity often necessitates the use of overly simplified battery
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models. Such models may lack the ability to accurately represent physics-based

parameters, leading to reduced accuracy and limited operational ranges (e.g.,

C-rates, temperatures, and SOC levels). Consequently, these simplifications

can compromise the physical realism of the solution, or in some cases, produce

conservative or infeasible results depending on the problem formulation.

This work proposes an adaptive learning and control strategy to optimize the

charging profile (electrical current) for minimizing battery charging time while

adhering to constraints such as maximum cell temperature and voltage limits.

The proposed direct data-driven control framework dynamically adjusts charging

profiles by integrating advanced learning algorithms with optimization techniques,

leveraging feedback from the battery’s state response. The framework operates by

learning the Jacobian of the closed-loop system directly from input/output data,

enabling the optimization of battery response based on its dynamic behavior.

This approach provides an efficient and adaptive solution tailored to the battery’s

operational conditions, allowing precise control of the charging current at every

stage of the process. By dynamically adjusting the charging profile, the framework

reduces thermal stress commonly associated with fast charging, mitigating risks

like overheating and thermal runaway. It also prevents degradation mechanisms

such as lithium plating, solid electrolyte interface growth, and increased internal

resistance, thereby enhancing overall charging efficiency and preserving battery

performance and lifespan. A key advantage of this data-driven control approach

is its versatility, making it applicable to a range of modeling methodologies,

including physics-based models, data-driven frameworks, and real-world battery

data.

Thus, by integrating advanced SOC prediction with an optimized fast-charging

method, this work addresses critical challenges limiting the widespread adoption
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of electric vehicle technology. It provides a comprehensive solution that enhances

safety, efficiency, and battery longevity, paving the way for more reliable energy

storage systems that support the future of electric mobility.

This work has the following general hypothesis:

Hypothesis 1:

The complex state of charge dynamics in lithium-ion batteries, influenced by

varying operating conditions (e.g., temperature, C-rate, cell chemistry), can be

efficiently represented by a nonlinear model derived from measured input/output

data (voltage, current, and temperature) using a sparsity-promoting algorithm to

identify key terms from a library of potential candidates.

Hypothesis 2:

An optimized fast-charging strategy, guided by a data-driven control framework,

can minimize charging time while adhering to safety and operational constraints,

such as maximum cell temperature and voltage limits .By dynamically modu-

lating the charging current in response to real-time feedback from the battery’s

state (e.g., SOC, temperature, and voltage), this approach improves thermal

management and mitigates electrochemical aging, thereby preserving battery

capacity and sustaining performance over time.

To fulfill the main objectives, we have the following aims:

Aim 1:

Investigate the accuracy and efficiency of available approaches used to tackle the

SOC estimation problem.
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Task 1.1: Investigate the physics that governs the dynamics of LiBs (full-order

modeling via first principles).

Task 1.2: Investigate available efficient alternatives for SOC modeling (reduced-

order modeling) and identify their drawbacks and limitations.

Task 1.3: Compare the accuracy and efficiency of different modeling approaches

on simulated and experimental data.

Aim 2:

Develop the procedures for generating and collecting simulated and experimental

LiB input/output data.

Task 2.1: Investigate LiB charging and discharging routines for fast applications

such as electric vehicles (EVs).

Task 2.2: Conduct charge and discharge tests on a simulated battery at varying

operating conditions (e.g., SOC levels and cell temperatures).

Task 2.3: Design of Experiments to Attain a Valid Model Across Operating

Conditions (e.g., SOC levels and cell temperatures).

Aim 3:

Develop the procedures and methodology for identifying reduced-order SOC

models from input/output data that captures the LiB’s SOC and temperature-

dependent performance.

Task 3.1: Investigate available data-driven modeling methods to identify the

technique best suited for modeling LiB’s SOC dynamics.

Task 3.2: Use the identified methodology to develop preliminary reduced-order

SOC models on simulated battery data at standard operating condi-
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tions and identify the limitations of the generic approach to energy

storage systems.

Task 3.3: Enhance the generic methodology with tools from machine learning

and control theory for improved predictive performance and improved

coverage of the LiB’s operational range (e.g., wide temperature range);

and introduce domain knowledge to the learning process by curating

a set of physics-inspired terms to better and more efficiently capture

the SOC dynamics.

Task 3.4: Develop an accurate and efficient data-driven SOC model that cap-

tures the LiB’s SOC and temperature-dependent performance using

our enhanced methodology and experimental battery data; and test

the generalizability (real-world predictive performance) of the model

on unseen experimental data corresponding to a wide range of oper-

ating conditions (e.g., different temperatures)

Aim 4:

Investigate the effectiveness, applicability, and limitations of current methods for

solving the battery charging optimization problem.

Task 1.1: Explore the physical and electrochemical processes involved in charg-

ing lithium-ion batteries at high C-rates and their impact on battery

performance and health.

Task 1.2: Explore existing fast-charging approaches, encompassing both model-

free and model-based methods.

Task 1.3: Assess and compare the performance and limitations of existing fast-

charging methods.
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Aim 5:

Develop an optimized fast-charging strategy for lithium-ion batteries.

Task 2.1: Perform battery charging tests at varying C-rates using different

methodologies, such as CC-CV and pulse charging while leveraging

the full-order dynamics of the physics-based DFN battery model.

Task 2.2: Develop optimization criteria and operational constraints informed

by existing fast-charging literature and the specific characteristics of

the battery chemistry.

Task 2.3: Optimize the charging profile to minimize charge time while mitigating

adverse impacts on battery health.
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3. METHODOLOGY

This section outlines the methodology used to develop our battery digital twin

for SOC dynamics. The battery digital twin is comprised of a reduced-order

model defined by a library of candidate terms and a set of coefficients that

indicate the relative importance of each term in describing the data. Leveraging

battery operando input/output measurements, our data-driven approach uncovers

governing equations using a sparsity-promoting optimization algorithm.

3.1 Data-Driven Battery Model

This section details the methodology used to develop our battery digital

twin for SOC dynamics. The digital twin consists of an efficient and accurate

reduced-order model, built from a library of candidate terms and corresponding

coefficients that indicate the relative importance of each term in describing the

data. Leveraging battery operando input/output measurements, our data-driven

approach uncovers governing equations using a sparsity-promoting optimization

algorithm. This approach minimizes the need for extensive knowledge of the

battery’s physical and material properties, while integrating domain expertise to

simplify the model and improve predictive accuracy, significantly lowering the

costs of model development and implementation.

We describe the explicit data-driven modeling method in §3.1.1, our hyper-

parameter autorunning method in §3.1.2, our Monte Carlo (random) search

approach for library terms in §3.1.3, our re-calibration method for optimizing
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model coefficients on new data encompassing distinct operating condition in

§3.1.4, and the battery digital twin in §3.1.5.

3.1.1 Explicit Data-Driven Modeling

The problem formulation presented in this section illustrates our approach to

discovering governing equations by sparsifying a library of candidate terms. The

nomenclature for this section is summarized in Table 3.1.

Table 3.1. Nomenclature

Symbol Description

X data matrix of time snapshots of states/model-outputs x = [SOC]
U data matrix of time snapshots of model-inputs u = [I,V]

Θ(X,U) feature library of X and U
Ξ set of sparse coefficients/weights

P (Ξ) sparsity promoting penalty
λ regularization hyperparameter
ξth threshold hyperparameter

Here, the dynamic nonlinear model is assumed to take the following form:

x[k+ 1] = f(x[k],u[k]) (3.1a)

SOC[k + 1] = f(SOC[k], I[k], V [k]), (3.1b)

where the states/outputs (e.g., SOC) and inputs (e.g., I, V ) are represented

by x ∈ Rp and u ∈ Rq respectively. The function f(x[k],u[k]) represents

the governing dynamics, which is assumed to be characterized by a few active

terms. These active terms are chosen from a feature library comprising linear and

nonlinear transformations of dynamic data via a sparse regression technique. A
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detailed discussion regarding the selection of library terms for LiBs is presented

in 5.1. The feature library is developed using input/output measurements of

the battery system. The collected data is structured as matrices (3.2) and (3.3)

consisting of m time snapshots of x and u, respectively.

X
def
= X[k,m]

def
= [x[k], . . . ,x[k+m− 1]]T (3.2)

U
def
= U[k,m]

def
= [u[k], . . . ,u[k+m− 1]]T (3.3)

The explicit data-driven model can be formulated as follows:

X′ = Θ(X,U)Ξ, (3.4)

where Θ ∈ Rm×D is the library of candidate terms, Ξ ∈ RD×p is a sparse vector of

coefficients indicating the relative importance of each term in describing the data,

D is the number of library terms, and X ′ def= X[k + 1,m] is a shifted temporal

matrix of X.

The coefficients of (3.4), Ξ, are used to enforce sparsity in the model. Sparse

modeling is desired as it helps achieve interpretable and generalizable models by

balancing accuracy and complexity. Moreover, sparsity helps prevent overfitting

by reducing the number of active terms, which in turn improves efficiency. The

sparse optimization problem for identifying the set of model coefficients is given

by:

min
Ξ

. L(Ξ) def
=

(
(X ′ −Θ(X,U)Ξ)

2
+ P(Ξ)

)
, (3.5)
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where P(Ξ) is the cost to promote sparsity. This work employs the sequen-

tially thresholded Ridge regression (STRidge) algorithm to optimize (3.5). This

regularizer defines P(Ξ) = λ ∥Ξ∥2 + ξth ∥Ξ∥0, resulting in:

Ξ∗ = argmin
Ξ

(∥X ′ −Θ(X,U)Ξ∥2 + λ ∥Ξ∥2 + ξth ∥Ξ∥0) , (3.6)

where, Ξ∗ are the optimal coefficients and λ and ξth are the regularization and

threshold hyperparameters, respectively. In (3.6), the 0-norm promotes sparsity

by eliminating components with low magnitudes (ξi < ξth → ξi = 0), while

the L2-norm associated with λ regulates the coefficients and promotes small

values. The optimal trade-off between model accuracy and sparsity is achieved

by fine-tuning the associated hyperparameters. The sparse regression algorithm

iteratively applies ridge regression followed by thresholding, effectively removing

insignificant terms from Θ, as shown in Fig. 3.1. In each iteration, terms with

nonzero coefficients are retained, and ridge regression is recalculated. This process

continues until the nonzero coefficients converge or the maximum iteration limit

is reached, ensuring a sparse and stable solution.

We note that STRidge works better than other regression methods like ST-

LASSO (P(Ξ) = λ ∥Ξ∥1 + ξth ∥Ξ∥0) and sequentially thresholded least-squares

(STLS, P(Ξ) = ξth ∥Ξ∥0) due to correlated features present in the battery’s

electrochemical processes [15,60].

3.1.2 Hyperparameter Autotuning

The effectiveness of STRidge relies heavily on selecting suitable hyperparame-

ters. These hyperparameters are algorithm-specific properties that govern the

learning process and influence the model parameters discovered by the algorithm.
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Figure 3.1. Diagram of the STRidge Algorithm.

With enough data and proper selection of the algorithm’s hyperparameters, data-

driven learning techniques can achieve impressive performance. However, they

often yield suboptimal outcomes due to the vast parameter search space, which

contains numerous less-than-ideal solutions. Hyperparameter tuning involves an

outer-loop optimization procedure in which an optimization method is applied

to fine-tune another optimization [145,170]. The quality of hyperparameters is

non-deterministic because they cannot be directly derived from mathematical

optimization tools; therefore, they must be obtained iteratively. For machine

learning applications, automatic hyperparameter tuning algorithms, referred to

as autotuners, present an appealing option for automating the training and

hyperparameter selection processes.

In this work, we created a hyperparameter autotuner for the STRidge method,

as shown in Fig. 3.2. It employs a grid-search strategy to comprehensively

explore the search space. Diverging from the conventional approach of using an

Akaike Information Criterion (AIC)-inspired cost function to select the threshold
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parameter [15, 171, 172], which relies solely on training data, our formulation

optimizes ξth by minimizing the cost defined in (3.7).

min
Ξ

.J(Ξ)
def
= ρ1Et(SOC, ŜOC) + ρ2Ev(SOC, ŜOC) + ρ3K, (3.7)

This cost incorporates multiple performance metrics, where ρ1 and ρ2 penalize

prediction errors on the training and validation datasets, respectively, and ρ3

penalizes model complexity, quantified by the number of terms, K. Previous

studies [15, 139, 173] demonstrated that the performance of sparse regression

algorithms (e.g., STRidge, STLASSO, STLS) is significantly affected by the

threshold parameter ξth, which plays a crucial role in balancing model accuracy

and sparsity. The model’s accuracy on training and validation datasets is defined

by Et(SOC, ŜOC) and Ev(SOC, ŜOC) respectively, and is based on the following

relation:

ES(x, x̂)
def
= RMSES(x, x̂)

def
=

√∑k+m
i=k+1 (x[i]− x̂[i])2

m
,∀x[i] ∈ S (3.8)

where x̂ represents the predicted output from the model in the dataset S and m

represent the number of elements in S.

The development of the autotuner incorporated the following principles. The

STRidge algorithm identifies a nonlinear model (3.4) from a finite collection of

samples (X, U) collected from a ground truth distribution G(x,u) by minimizing an

expected loss function L (3.5). Moreover, the optimality of (3.4) attained through

STRidge hinges on the choice of optimal hyperparameters tailored to the selected

dataset and library Θ. Optimizing the algorithm’s hyperparameters entails

minimizing the cost from (3.7). This ensures an optimal tradeoff between model

accuracy and complexity. However, in deep learning applications, hyperparameter
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optimization entails minimizing the expected generalization error (GE), across

the search space, S. The theoretical representation of the generalization error

(GE = E(x,u)∼G(x,u)
[L((x,u);Θ(X,U)Ξξth)]) quantifies the expected error when

applying the model across the full range of possible data values (X, U) [174,175].

In practice, since the distribution is unknown, the generalization error (GE =

|Et(SOC, ŜOC) − Ecv(SOC, ŜOC)|) for a data-driven model is defined as the

difference between the empirical loss on the training set and the expected loss on

the test (or cross-validation (CV)) set, typically assessed by comparing the errors

the model generates on each dataset [170,176]. This metric provides a measure of

the model’s ability to generalize effectively from the training data to previously

unseen data. We note that since insights gained from unseen data cannot be used

to further refine the model, here this evaluation (Ecv(SOC, ŜOC)) serves as a

final validation of the model’s generalization capability.

The search algorithm starts with an automated analysis of the magnitudes of a

baseline set of non-thresholded coefficients (Ξ) in (3.4), calculated using the Moore-

Penrose pseudoinverse. This analysis establishes the upper and lower bounds

for the threshold hyperparameter ξth search space S, which is represented as a

discrete, linearly spaced grid of points between these bounds. The effectiveness of

the hyperparameter trial points is evaluated using the model performance metric

given in (3.7). Ultimately, the autotuner constructs a model (refer to (3.6)) for

each trial point on the grid, identifying ξ∗th associated with the trial point that

yielded the optimal model performance.

3.1.3 Monte Carlo Library Search (MCLS)

The sparse nonlinear modeling method operates under the assumption that

physical systems are inherently simple, necessitating only a few pertinent terms
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Figure 3.2. Diagram of the Hyperparameter Autotuner.

to represent their dynamics. However, this assumption of sparsity remains valid

solely if the function space (feature library) is extensive enough to encompass the

distinct dynamic behaviors exhibited by the relevant physical system.

Typically, simple terms like polynomials are employed to construct the fea-

ture library. While versatile, these terms fail to capture the complex dynamics

of systems like LiBs, which involve various dependencies, including state of

charge and temperature. Without prior knowledge of optimal terms for LiBs,

the learning algorithm would need extensive exploration of the function space,

potentially leading to intractable problems or inefficient solutions, such as fit-

ting to incorrect nonlinear functions. We build our feature library with explicit

physics-informed terms (baseline library Θbl) to address this shortcoming, en-

hancing model interpretability and generalizability. Additionally, we implement

an automated random search to efficiently explore the high-dimensional function

space, refer to Fig. 3.3. This method iteratively augments Θbl with randomly

chosen nonlinear terms to better capture the complex electrochemical behav-

iors of LiBs. The augmented library, designated as Θa = [Θbl,Θe(:, idxrand)],

includes terms randomly selected (idxrand) from an extended library Θe encom-
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passing high-order polynomials, hyperbolic trigonometric functions, and more

(e.g., Θe(X,U) =

[
· · · X5 · · · U5 · · · sinh(U) · · · cosh(X) · · ·

]
).

We adopt a Monte Carlo-based random sampling strategy to choose the

supplementary library terms from Θe, as it offers an efficient alternative to

the conventional manual or brute-force methods for navigating the extensive

search space. This Monte Carlo sampling technique generates an array (idxrand)

consisting of j random integer values drawn from a discrete uniform distribution

spanning the numbers between 1 and De. Here, De represents the count of terms

in Θe, and j is a parameter defined by the user indicating the number of additional

terms to be selected. As outlined in §3.1.2, varying model structures (feature

libraries Θ) lead to distinct hyperparameter search spaces. Consequently, the

hyperparameter autotuner is employed to fine-tune ξth and the ensuing model

coefficients Ξ for each Θa derived through the Monte Carlo library search (MCLS)

procedure. The number of iterations l is a user-specified parameter, which, along

with the desired count of additional terms j, enables extensive customization

of the resultant feature library (Θa) and the search procedure. Ultimately, the

effectiveness of the identified library Θa is evaluated using the same performance

metrics as those employed in §3.1.2. The augmented model is represented by:

X ′ = Θ∗
a(X,U)Ξ∗. (3.9)

We note that while initially, Θa contains more terms compared to Θbl, the inclusion

of pertinent additional nonlinear terms enables the enhancement of model sparsity.

This is achieved by substituting or eliminating combinations of previously required

terms through the optimal coefficients Ξ∗.
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Figure 3.3. Diagram of the Monte Carlo Library Search (MCLS) Algorithm.

3.1.4 Re-calibration of Model Coefficients for Distinct Operating

Condition

The extreme temperature conditions that EV energy storage systems encounter

necessitate characterizing the battery’s temperature-dependent behavior, as fluc-

tuations in temperature affect the battery’s available capacity [58]. Therefore,

temperature is a crucial and unavoidable factor for SOC methods, and neglecting

its influence can result in significant errors [86]. To ensure the efficacy of our fore-

casting models across the full operational spectrum, encompassing temperatures

from -20°C to 40°C, we enhanced our methodology with a re-calibration approach

to optimize model coefficients on new data corresponding to discrete temperature

conditions. We employ a constraint-based optimization approach to re-calibrate

the model coefficients. This process entails minimizing the RMSE-based cost

function given in (3.10) using MATLAB’s fmincon algorithm. (3.10) aims to

optimize the model’s accuracy in new operating conditions while maintaining the

optimal model structure (feature library found via MCLS), refer to Fig. 3.4.

min
ΞTi

.J(ΞTi
)
def
= ETi

(SOC, ŜOC) (3.10)
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where ETi
is the prediction error on the re-calibration set and Ti is the temperature

label (e.g., 25°C) for the re-calibration set. Each new set of coefficients is found

through sequential iterations of the optimization routine, initializing the search

with a coarse resolution of the coefficient search space with a set maximum

allowable deviation from the optimal coefficients of the base model developed

at the standard operating condition (e.g., temperature of 25°C). We note that

the base model is presented in §5.4. During each iteration, the search space is

narrowed as we focus on areas of high performance while simultaneously increasing

the resolution to fine-tune the optimal coefficients that maximize accuracy.

This approach produces a look-up table (LUT) of temperature-dependent

model coefficients, extending our models’ operational range. It allows for accurate

SOC forecasting across varying operating conditions, including the highly nonlin-

ear, low-temperature, low-SOC regime, without increasing model complexity by

maintaining the same model structure.

Figure 3.4. Diagram of the Coefficient Re-calibration Algorithm.
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3.1.5 Battery Digital Twin of State of Charge Dynamics

The battery digital twin was developed using the methods elaborated in §3.1.

It comprises a reduced-order nonlinear data-driven model of the LiB’s state of

charge (SOC) dynamics. (3.11) illustrates a discrete-time representation of the

model, where current I and voltage V act as inputs, and SOC serves as the

output.

SOC[k + 1] = Θ(SOC[k], I[k], V [k])Ξ (3.11)

Physics-informed Library

Battery data can be directly used to predict SOC through the library Θ(SOC[k], I[k], V [k]),

enabling real-time forecasting. However, (3.11) depends on properly selecting

library terms, especially for complex energy storage systems. Using generic non-

linear terms may result in adequate prediction performance but risks fitting the

data into an incorrect nonlinear model, leading to poor performance in unseen

scenarios. To mitigate this, we incorporate terms related to the fundamental

physics governing LiBs instead of adding numerous generic terms for general

nonlinearities, such as polynomials and mixing terms. Our physics-informed terms,

including trigonometric, integral, and exponential functions, are derived from the

DFN model presented in §4.1.2 to enhance interpretability, generalizability, and

computational efficiency. The trigonometric and exponential terms are derived

from solid (4.1) and electrolyte (4.2) concentrations, reflecting diffusion processes.

These processes involve exponential and zero-order Bessel functions, which can be

expressed as trigonometric terms via Fourier transformation. Furthermore, the

Butler-Volmer equation (4.3), which delineates the voltage-current relationship

at the solid electrolyte interface (SEI) layer, has hyperbolic sine functions in



66

the solution, which are exponential terms. The integral term is inspired by the

enhanced coulomb counting method, which is commonly employed to estimate

the state of charge with the integral of current in the following form:

SOC(t) = SOC(0)− 1

Qn

∫ t

0

ηcIdτ, (3.12)

where Qn is the battery capacity and ηc is the coulomb efficiency. The Coulomb

efficiency ηc requires periodic recalibration to maintain accurate SOC estimations.

This is achieved by analyzing the charge extracted from and input into the battery

during full charge/discharge cycles. Recalibration is also necessary to account for

variations in temperature, battery health, C-rate, and sensor drift.

Our enriched baseline library Θbl included the following terms:

• Terms for general nonlinearities:

- P: Polynomial (e.g., V 2, ..., I2, ...)

- M: Mixing (e.g., V · SOC, V · I, ...)

- FE: Fractional exponent (e.g., V 1.1, ..., I2.2)

• physics-informed terms

- T: Trigonometric (e.g., sin(V ), cos(V ), ...)

- Exp: Exponential (e.g., eV , eI , eSOC)

- Int: Integral (e.g.,
∫
(I)dt)

The library structure is as follows:

Θ(SOC, I, V ) =


| | | | | | | | |

1 In · · · InV n sin(I) · · · eI · · ·
∫
Idt

| | | | | | | | |

 , (3.13)
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where each column represents a candidate term and consists of time-series data,

such as the current signal with m samples I
def
= I[k,m]. The ultimate baseline

library was crafted based on the study presented in §5.1, which evaluated the

contribution of each term in accurately describing the battery data.

Model Development

The development of the battery digital twin involves training, validation, and

cross-validation processes. The training method utilizes our enhanced methodol-

ogy detailed in section 3.1. This includes employing Monte Carlo library search

(MCLS) to determine the most suitable feature library and fine-tuning the hy-

perparameters and resulting model coefficients through our sparse regression

algorithm (STRidge). This process aims to identify coefficients that achieve the

optimal balance between accuracy and sparsity. During the training phase, the

algorithm has access to the complete input/output time series signals. Then,

a validation process is carried out to assess the identified model’s predictive

accuracy, composed of the feature library Θ and coefficients Ξ. Here, we use

the model inputs, V and I, along with the initial SOC condition (SOC[0]), to

predict SOC for the entire time series. The model performance, consisting of

the accuracy of these predictions and the model complexity (number of terms),

is evaluated using the cost function given in (3.7). This stage is pivotal for

optimizing the hyperparameters of the STRidge algorithm. This is accomplished

by the autotuner (refer to §3.1.2), which modifies the identified hyperparameter

values based on minimizing (3.7). Once satisfactory performance is achieved, the

model’s generalization capability is assessed through a cross-validation process.

Similar to the validation phase, the model receives the initial SOC and the inputs,
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but these inputs come from data not used during training. This demonstrates

the model’s ability to perform well and adapt to novel conditions.

Our modeling approach was applied to both simulated data generated by the

DFN model and experimental data outlined in §4.1.2. The model was developed

on simulated data, which involved training and validation datasets based on the

EPA city driving cycle UDDS and a cross-validation dataset derived from the EPA

highway driving cycle US06. The simulated battery datasets were also utilized

for our studies on feature library optimization §5.1, sampling rate optimization

§5.2, and pulse relaxation §5.3. The ultimate model was constructed utilizing

our modeling approach and experimental battery measurements. In this phase,

the training and validation datasets are modeled after a stochastic drive cycle

developed internally, drawing inspiration from the EPA driving cycles. Meanwhile,

the cross-validation data aligns with battery measurements obtained during the

US06 drive cycle. Furthermore, the efficacy of the model was expanded to a wide

operating range using our stochastic cycle conducted at discrete temperature

conditions ranging from −20°C to 40°C through the development of a tailored

look-up table of temperature-dependent model coefficients (refer to § 3.1.4).

3.2 Direct Data-driven Control for Battery Fast-Charging

In this work, we developed a Jacobian learning method designed to advance

fast-charging strategies by significantly reducing battery charging time while

maximizing the battery’s lifespan. This method optimizes the charging profile

by utilizing simulated battery response data generated from the full-order elec-

trochemical model, as detailed in §??. Importantly, the framework is versatile

and can incorporate alternative modeling approaches or direct battery operando

measurements. This flexibility allows the solutions to be tailored to the specific
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mechanical, electrical, and health state of the battery, ensuring greater adapt-

ability and relevance to real-world applications. Moreover, by incorporating the

detailed dynamics captured by the model, the approach ensures that the battery

is not subjected to unsafe operating conditions, such as exceeding voltage, current,

or temperature limits, which could otherwise lead to accelerated degradation or

safety hazards.

The Jacobian learning method operates by iteratively refining a charging

profile through an adaptive optimization framework. It begins with a sub-optimal

baseline solution, such as a standard constant-current constant-voltage charging

protocol, to ensure the existence of feasible solutions. At each iteration, the

optimizer uses gradient information (Jacobian) from the electrochemical model to

guide the adjustment of the charging profile. This adaptive approach progressively

improves the initial solution, enhancing performance metrics such as charging

speed while preserving long-term battery health.

A key feature of the Jacobian learning method is its ability to account for

nonlinearities and complex interactions in battery behavior, which are often

overlooked by traditional heuristic charging strategies. By systematically incorpo-

rating the battery’s dynamic response into the optimization process, the method

ensures robustness across a wide range of operating conditions, including varying

temperatures and states of charge. Additionally, the use of model-informed

learning mitigates the risk of overfitting to specific scenarios, allowing for broader

applicability and real-world viability.

This approach represents a significant advancement in the design of fast-

charging protocols. Unlike conventional methods, which often rely on fixed

charging profiles or empirical adjustments, the Jacobian learning method dynam-

ically tailors the charging process to the battery’s evolving state. As a result, it
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provides an efficient, adaptive, and physically grounded solution that balances

the competing objectives of rapid energy delivery and long-term durability.

3.2.1 Problem Formulation

We assume that the complex nonlinear lithium-ion battery systems have the

following general form:

ẋ = f(x, u). (3.14)

where x represents the states and u represents the inputs. The goal is to find an

optimal input (charging profile), u∗, that maximizes SOC within a set charging

duration. The general formulation of the optimization criteria is given by:

u∗ = argmin
u∈U

∫ tf

0

φ(x(t), u(t), t)dt (3.15)

subject to the constraints:

ulb ≤ u(t) ≤ uub

xlb ≤ x(t) ≤ xub

where the constraints are defined by lower and upper bounds on the inputs (ulb,

uub) and the states (xlb, xub), respectively. The constraints include i) bounds on

the electrical current input and ii) limitations on the state variables for safe LiB

operation, such as a maximum and minimum battery voltage and a maximum

temperature. These constraints are summarized in Table 3.2. We note that the

specific optimization criteria and constraints depend on the specific battery and
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the desired charging strategy. Furthermore, our method is amenable to changes,

e.g., other criteria and constraints.

Optim. Criteria / Constraints

SOC [%] Maximize value at tf
SOCd [%] 100% (fully charged)

Temperature [°C] maximum: 57
Voltage [V ] maximum: 4.2

minimum: 2.5
Current [C-rate] maximum: 2.5

minimum: 0

Table 3.2. Optimization Criteria and Constraints

3.2.2 Jacobian Learning Optimization

This section outlines the methodology of Jacobian learning (JL), an adaptive

optimization approach. JL employs learning techniques to identify and recursively

update the system’s input/output sensitivity. It is leveraged to discern the

dominant characteristics of the target system using input-output data, enabling

model-free control of complex systems.

The Jacobian learning process is executed through a recursive least squares

approach [95]. After this process is completed and the Jacobian (input-output

sensitivity) is acquired, it is applied with a gradient-descent optimization strategy

to perform constrained optimizations of the inputs. The optimization process

contains two sequential steps: the first step entails conducting a full continuous-

time simulation, while the second step (discrete time) utilizes insights from the

first step to map out the subsequent simulation [168,177]. This iterative process

persists until the optimization metric (e.g., SOC) converges to the optimal solution

or until a predefined maximum iteration limit is reached.
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JL Problem Formulation Here, we introduce a category of static models

frequently encountered in various slow processes or in systems that exhibit

dynamics that can be disregarded in relation to the sampling rate. These models

are assumed to be zero-order and are nonlinear but smooth [95]. As depicted in

Fig. 3.5, the desired output yd is attained through an iterative optimization of the

inputs u to the plant, based on a data-driven model (Jacobian) developed from

measurements of the inputs u and outputs y. An overview of the methodology is

given below.

Figure 3.5. Diagram of the Learning and Optimization Algorithm

We assume the inputs u[k] and outputs y[k] to be related with a static

nonlinearity

y[k] = S(u[k]) (3.16)
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where S(u[k]) is a nonlinear and smooth function. Here, the controller aims

to minimize the error, e[k], between the system output, y[k], and the desired

output,yd, by optimizing the input vector u[k]. The error is given by:

∥e[k]∥2 = ∥y[k]− yd[k]∥2, (3.17)

where yd[k] is the desired output vector at time k.

Next, we discuss the recursive least squares approach for learning the Jacobian

J[k] and recursively updating it to maintain the learned sensitivity. First, we

consider a linearized time-varying approximation of the mapping S:

∆y[k] = J[k]∆u[k] (3.18)

where,

∆u[k] = u[k]− u[k − 1] , ∆u[k] ∈ Rr

∆y[k] = y[k]− y[k − 1] , ∆y[k] ∈ Rq (3.19)

and r and q represent the number of inputs and outputs, respectively. We note, for

multi-output systems (q > 1), (3.18) is decompose into q single-output subsystems

Jj[k]:

∆yj[k] = Jj[k]∆u[k] (3.20)
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where j = 1, 2, ..., q. The optimal input update for minimizing the cost in (3.17)

when the Jacobian J[k] is known can be found from (3.18) using the pseudo-inverse

J†[k] as [168].

u[k + 1] = u[k] + J†[k](yd[k]− y[k]) (3.21)

To prevent singularities, we introduce regularization of J†[k] using H[k] as:

H[k] = JT [k](J[k]JT [k] + ρIq)
−1 for r ≥ q

H[k] = (JT [k]J[k] + ρIq)
−1JT [k] for r ≤ q

(3.22)

where Iq is the q× q identity matrix and ρ is a small positive constant (ρ ∈ (0, 1)).

However, often, the Jacobian is unknown and must be estimated. Once learned,

the estimated Jacobian Ĵ can be used as a feedback control law of the form:

u[k + 1] = u[k] + Ĥ[k]G(yd − y[k]) (3.23)

where G represents the control gains with its diagonal elements as gi ∈ (0, 2). If

r ≤ q, Ĥ[k] is defined as:

Ĥ[k] = (ĴT [k]Ĵ[k] + ρIq)
−1 G ĴT [k] (3.24)

Here, we employ an adaptive learning approach to find and recursively update

the Jacobian to account for Jacobian changes in time, which can be represented

by:

Jj[k + 1] = J[k] + wj[k], (3.25)

∆yj[k] = ∆uT [k]Jj[k] + vj[k], j = [1, q], (3.26)
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where the vector wj[k] signifies the process noise while Qj = E{wT
j [k]wj[k]}

denotes the expected covariance of the model’s imprecision, and vj [k] characterizes

the measurement noise while Rj = E{v2j [k]} represents the expected variance of

the measurement noise [177]. Further, the Jacobian of each simplified subsystems

(3.20) can be estimated as:

ĴTj [k] = ĴTj [k − 1] +
Pj [k − 1]∆u[k](∆y[k]− Ĵj [k − 1]∆u[k])

Rj +∆uT [k]Pj [k − 1]∆u[k]
(3.27)

Pj [k] = Pj [k − 1]− Pj [k − 1]∆u[k]∆uT [k]Pj [k − 1]

Rj +∆uT [k]Pj [k − 1]∆u[k]
+Qj . (3.28)

To accommodate for constraints, the optimal feedback control law (3.23) can

be reformulated as a constraint-based optimization problem given by:

u∗[k] = argmin
u[k]

(∥yd − ŷ[k]∥2 + γ∥u[k]− u[k − 1]∥2) (3.29)

s.t. ŷ[k] = y[k − 1] + Ĵ[k](u[k]− u[k − 1]).

The update in (3.29) can be implemented through widely accessible quadratic

programming solvers, such as Matlab’s FMINCON and LSQLIN functions.
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4. BATTERY DATA GENERATION AND COLLECTION: SIMULATED AND

EXPERIMENTAL METHODS

4.1 Battery Data for Digital Twining Process

Using simulated and experimental data, we developed and tested our data-

driven methodology and the physics-informed battery digital twins. The processes

for generating and collecting simulated battery data for the modeling tasks is

detailed in §4.1.1, while the experimental procedures are covered in §4.1.3.

4.1.1 Battery Simulations

Simulations were conducted using the DFN model detailed in §4.1.2, imple-

mented in the Python Battery Mathematical Modeling (PyBaMM) framework [12],

where we tested a commercial LGM50 21700 cylindrical cell with a capacity of

5 Ah. This cell consists of Nickel Manganese Cobalt Oxide (NMC) 811 as the

positive electrode and bi-component graphite (SiOx) as the negative electrode [4],

with charge and discharge cutoff voltages set at 4.2 V and 2.5 V, respectively. The

maximum continuous charging current is 1.44 A (0.3 C-rates) with a charge cutoff

current of 50 mA. For our training/validation and cross-validation, we utilized

the current signal (battery input) and corresponding voltage and SOC signals

(battery outputs) from standard EPA (U.S. Environmental Protection Agency)

drive cycles, specifically the UDDS (Urban Dynamometer Driving Schedule) city

driving cycle and the US06 highway driving cycle. We note that mapping the

drive cycles to electrical current profiles entails converting the vehicle’s speed
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and acceleration data from the drive cycle into the power demands of the electric

drivetrain. These power demands are subsequently used to determine the corre-

sponding current drawn from the battery. In this work, we utilize the mappings

developed in [6, 12].

The simulations were initialized with a SOC of 90% and conducted at an

ambient/cell temperature of 25°C. The schematic in Fig. 4.1 illustrates the process

of simulating the battery’s response and collecting the input/output data.

Figure 4.1. Diagram of Data Collection Process.

4.1.2 Physics-based Model

The simulated data originated from the application of the Doyle Fuller-

Newman (DFN) physical battery model [155]. The Doyle-Fuller-Newman model

(a.k.a Pseudo-two-Dimensional (P2D) model) presents a comprehensive electro-

chemical Li-ion battery model that describes the battery’s internal processes,

including diffusion, intercalation and electrochemical kinetics, using principles

derived from porous electrode and concentrated solution theories [14,41].
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Figure 4.2. Diagram of Li-ion Battery.



79

DFN comprises a separator, two electrically separated porous electrodes, anode,

and cathode, respectively, and the electrolyte as shown in Figure 4.2. Lithium

exists in two phases: solid in the electrode material (anode and cathode) and

liquid when dissolved in the electrolyte. Li-ions in the solid phase are transported

by a diffusion process within the active material along the r-axis. This process,

which is related to the lithium concentration in the solid phase c±s (x, r, t), can be

modeled using radially symmetric diffusion in spherical coordinates as in:

∂c±s
∂t

(x, r, t) =
1

r2
∂

∂r

[
D±

s r
2∂c

±
s

∂r
(x, r, t)

]
(4.1)

where the superscript ”±” indicates the positive and negative electrodes, D±
s

represents the diffusion coefficient, and r and x denote the radial and longitudinal

directions, respectively. In the liquid phase, the Li-ions migrate along the x-axis

to the opposite electrode through the solid-electrolyte interphase via Butler-

Volmer kinetics. Here, the electrolyte concentration ce(x, t) is modeled using a

combination of Fick’s law of linear diffusion and molar flux j±n (x, t) as follows:

∂ce
∂t

(x, t) =
∂

∂x

[
De

∂ce
∂x

(x, t)

]
+

(1− t0c)a
±

εeF
j±n (x, t), (4.2)

where εe is the volume fraction of the electrolyte, F is the Faraday’s constant, t0c

is the transference number and a± is the specific interfacial surface area. De, the

diffusion coefficient, is a function of electrolyte concentration. The molar flux is

given by the Butler-Volmer equation:

j±n (x, t) =
1

F
i±0 (x, t)

[
e

αaF
RT

η±(x,t) − e−
αcF
RT

η±(x,t)
]
, (4.3)
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where αa and αc are anodic and cathodic charge transfer coefficients, respectively,

R is the universal gas constant, and T is the temperature. The exchange current

density i±0 (x, t) and the intercalation over-potential η±(x, t) are given by:

i±0 (x, t) = k± [
c±ss(x, t)

]αc
[
ce(x, t)

(
c±s,max − c±ss(x, t)

)]αa
(4.4)

η±(x, t) = ϕ±
s (x, t)− ϕe(x, t)− U±(c±ss(x, t))− FR±

f j
±
n (x, t) (4.5)

where the solid phase surface concentration is defined as c±ss(x, t) = c±s (x,R
±
s , t)

while cs,max is the maximum possible concentration in the solid phase. U±

represents the open-circuit potential and R±
f the solid-electrolyte interphase film

resistance. ϕ±
s (x, t) and ϕe(x, t) represent the electric potential in the solid (4.6)

and electrolyte phases (4.7), respectively.

∂ϕ±
s

∂x
(x, t) =

i±e (x, t)− I(t)

σ± (4.6)

∂ϕe

∂x
(x, t) =

−i±e (x, t)

κ
+

2RT

F
(1− t0c)×

(
1 +

d ln fc/a

d ln ce
(x, t)

)
∂ ln ce

∂x
(x, t) (4.7)

Here, i±e is the ionic current, I(t) is the applied current density, fc/a is the

mean molar activity coefficient in the electrolyte, and σ± and κ are the solid

and electrolyte conductivity, respectively. Moreover, κ and fc/a are functions

of electrolyte concentration ce(x, t). Voltage V (t) is the difference in the solid

potential ϕ±
s between the two ends of the electrode, as follows:

V (t) = ϕ+
s (0

+, t)− ϕ−
s (0

−, t). (4.8)

The battery’s available energy can be determined by the volume-averaged solid-

phase lithium concentration in the anode [164]. This calculation assumes the
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anode capacity to be the limiting factor and yields the calculation of the state of

charge (SOC) as follows:

SOC(t) = 100


(

1
L−c−s,max

∫ L−

0
c−s,avg(x, t)dx

)
− θmin

θmax − θmin

 (4.9)

where c−s,avg represents the volume-averaged solid phase concentration in each solid

particle in the anode, c−s,max, represents the maximum solid phase concentration in

the anode, L− represents the anode length, and θmax and θmin represent the SOC

at the fully charged/discharged states, respectively. We note that these parameters

are defined by the anode’s stoichiometric limits. Additionally, the standard DFN

model is extended with a thermal model that couples the porous electrode theory

with an energy conservation approach to describe the cell’s thermal behavior,

including Ohmic heating in both the solid and the electrolyte, as well as reversible

and irreversible heating resulting from electrochemical reactions [7]. The spatially

averaged cell temperature (T̄ ) is given by:

T̄ (t) =
1

L

∫ L

0

T (x, t)dx. (4.10)

This complex battery model provides accurate information about the internal

states, such as SOC, across various operating conditions. However, due to its

formulation, it results in a large and computationally demanding model. Fur-

thermore, the requirement for detailed information on the battery’s composition

and internal parameters suggests that it is best suited for setting performance

and efficiency benchmarks or offline applications. In this work, we employed the

DFN model for offline data generation and benchmarking our physics-informed

battery digital twin, reducing complexity and relaxing the need for detailed cell

composition knowledge while maintaining production accuracy.
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Table 4.1. DFN Nomenclature

Symbols Description [units]

c±s Li concentration in solid phase [mol/m3]
ce Li concentration in electrolyte phase [mol/m3]

ϕ±
s , ϕe Solid, electrolyte electric potential [V]
i±e Ionic current [A/m2]
j±n Molar ion flux [mol/m2-s]
i±0 Exchange current density [A/m2]
η± Overpotential [V]
c±ss Li concentration at solid particle surface [mol/m3]
I Applied current [A/m2]
V Terminal voltage [V]

D±
s , De Diffusivity of solid, electrolyte phase [m2/s]
t0c Transference number [-]

ε±s , εe Volume fraction of solid, electrolyte phase [-]
F Faraday’s constant [C/mol]
σ± Conductivity of solid [1/Ω-m]
κ Conductivity of electrolyte [1/Ω-m]
R Universal gas constant [J/mol-K]
T Temperature [K]
fc/a Mean molar activity coefficient in electrolyte [-]

a± Specific interfacial surface area [m2/m3]
αa, αc Anodic, cathodic charge transfer coefficient [-]

k± Kinetic reaction rate [(A/m2)(mol3/mol)(1+α)]
c±s,max Maximum concentration of solid material [mol/m3]

U± Open circuit potential of solid material [V]
R±

f Solid-electrolyte interphase film resistance [Ω-m2]

R±
s Particle radius in solid phase [m]
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4.1.3 Experiments

Battery experiments were conducted on a cell mirroring the model, using

commercially available battery testers and a thermal test chamber to regulate

temperature. The experimental setup is illustrated in Fig. 4.3. Initially, the cell

was subjected to multiple charge and discharge cycles using the constant current

constant voltage (CCCV) method. Then, the battery was fully charged using

CCCV at a 0.3 C-rate per the manufacturer’s recommendations, followed by a

two-hour rest period to allow the cell to reach a steady state. Subsequently, a

stochastic current profile was applied until the lower voltage limit was reached.

Similar steps were repeated for experiments corresponding to the US06 and UDDS

cycles. The EPA and stochastic current profiles are shown in Fig. 4.4. Since the

SOC is not directly measured in the experiments, we utilized an enhanced Coulomb

counting approach [178,179] based on the battery’s Coulombic efficiency (ηc). ηc

represents the ratio of charge withdrawn from the battery to the charge injected

into it over a full cycle. We recalibrated ηc for each experiment to ensure accurate

SOC references. However, we acknowledge that such frequent recalibration is

impractical and primarily limited to laboratory settings. A thermal test chamber

was employed to ensure stable and consistent temperatures during the battery

experiments. The chamber regulated the ambient temperature while monitoring

both ambient and cell surface temperatures using dedicated probes. Experiments

at varying temperatures began only after the cell surface temperature equilibrated

with the ambient temperature. The testing was conducted at discrete temperature

points within the range of −20°C to 40°C. Fig. 4.5 illustrates the SOC references

corresponding to different temperature conditions used in this work.
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Figure 4.3. Diagram of Experimental Setup.

Figure 4.4. Current (I) for UDDS, US06 and stochastic driving cycles.

Figure 4.5. SOC References for Discrete Temperature Conditions.
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4.2 Battery Data for Fast Charging

Similar to §4.1, we employed the Python Battery Mathematical Modeling (Py-

BaMM) framework [12] for efficient battery simulations. Additionally, we utilized

PyBaMM’s ”plug-and-play physics” methodology, to facilitate the integration of

thermal effects into the DFN model [7].

In this study, we adopt the battery chemistry NMC 811 LGM50 21700 cylin-

drical cell. [4]. We used the PyBaMM-DFN model for the calculation of relevant

battery outputs, such as voltage V , state-of-charge SOC, and temperature T ,

for a selected electrical current I input (e.g., CC-CV, pulse charging techniques,

etc.). The battery simulation and data collection process is shown in Fig. 4.6.

We note that the battery simulations initialize the battery SOC to 0% and use

an ambient/initial-cell temperature of 25oC.

Figure 4.6. Schematic of Data Collection Process.
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5. BATTERY DIGITAL TWIN RESULTS

Here, we highlight the effectiveness of the battery digital twin of SOC dynamics

introduced in §3.1. Our investigations explored various factors, such as the

proper selection of library terms and data sampling rates, all of which have

significant implications for the accuracy and sparsity of the resulting model. We

assessed the outcomes of these investigations by examining validation RMSE

values, which are detailed in §5.1 and §5.2 respectively. The summarized results

and visualizations depicting the models’ training, validation, and cross-validation

processes, developed using both simulated and experimental data, are presented

in §5.4.

5.1 Feature Library Optimization

This section presents a study investigating the effects of distinct feature

libraries on model performance. Our study introduces domain knowledge to the

learning process via our physic-inspired terms and optimizes a baseline library

(Θbl) based on maximizing model sparsity and prediction accuracy. The library

comprises linear and nonlinear transformations of the model input (V and I)

and output (SOC) variables. Moreover, the resulting Θbl serves as a stable

initialization point for our automated random search of additional library terms

(MCLS, see §3.1.3) for further enhancement of the model’s performance. The

relevance of the library terms used in this study, including our physics-informed

terms, is detailed in §3.1.5.
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Our study followed these procedures: (i) Simulate the battery response,

including V and SOC, for the UDDS current input I conducted at 25°C using

the electrochemical model detailed in §4.1.2. (ii) Craft distinct feature libraries,

including various combinations of terms such as P, T, etc., using the simulated

input/output data. (iii) Train and validate a model for each distinct library. (iv)

Evaluated each model’s performance based on sparsity and prediction accuracy

(3.7). (v) Select the best-performing library as Θbl.

Our results, briefly summarized in Table 5.1, showed that feature libraries

that excluded fractional exponent (FE) terms experienced lower complexity

and comparable or higher accuracy than libraries with FE terms. Furthermore,

we uncovered that individual inclusion of our physics-informed terms, such as

exponential (Exp) and integral (Int) terms, did not improve accuracy, but their

joint inclusion led to simpler models and lower prediction errors (RMSE). These

findings were used to select relevant terms for the baseline feature library Θbl,

including P, M, T, Exp, and Int terms. The corresponding model SOC[k + 1] =

Θbl(SOC[k], I[k], V [k])Ξ and the sparse coefficients Ξ were identified via STRidge

on the simulated UDDS data. An RMSE performance of 2.2× 10−2 was achieved

with Θbl consisting of only 26 terms. We note that the selected baseline library

was used in subsequent studies, where improved accuracy and sparsity were

achieved.

5.2 Sampling Rate Optimization

In this study, we examine the impact of data sampling rate on the performance

of our data-driven modeling approach and optimize it to maximize prediction

accuracy. We evaluated a range of data sampling rates, from 50 ms to 1000 ms,

based on the minimum step size of commercially available battery testers and the
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Table 5.1. Feature Library Optimization Results

Library Terms RMSE Sparsity

P, M, T, FE, Exp 6.8 40
P, M, T, FE, Int 6.6 37
P, M, T, FE, Exp, Int 3.5 41
P, M, T, Exp, Int 2.2× 10−2 26

Polynomial (P), Fractional Exponent (FE), Mixing (M),
Trigonometric (T), Exponential (Exp), Integral (Int)

1-second sampling rate of the current inputs for the standard EPA drive cycles.

This study comprises two parts. First, we examined the effect of varying the

sampling rate of the UDDS discharge cycle while maintaining consistent initial

and final SOC conditions for each variant. This resulted in different numbers

of samples for each variant: the fastest rate of 50 ms yielded 36,000 samples,

whereas the slowest rate of 1 s yielded 1,800 samples. In the second part of the

study, we examined the effect of maintaining a consistent sample size (number of

data samples) while varying the sampling rate of our UDDS discharge cycle. This

was done to determine if changes in model performance were due to variations in

sample size, the ability to capture more detailed information about the battery’s

dynamics with faster sampling rates, or a combination of both factors.

For part one, we followed the procedure below to evaluate the impact of

different sampling rates on performance: (i) Resample the UDDS current input

(I) for each sampling rate using spline interpolation. (ii) Simulate the battery

response (V , SOC) at 25°C, for each resampled I using the DFN model from

§4.1.2. (iii) Train and validate a model for each resampled input/output data set

using the baseline library Θbl from §5.1. (iv) Evaluate each model’s performance

based on prediction errors (RMSE). (v) Choose the best-performing data sampling
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rate based on the lowest RMSE. Part two of the study followed similar steps, but

instead of the resampling process in step (i), we conducted an under-sampling

process to vary the sampling rate while maintaining a consistent sample size. This

involved a current input comprising sequential charging and discharging cycles

based on the 50 ms UDDS current input. This current input fully discharges

and subsequently charges the 5Ah cell in 1.325 × 106 samples. To ensure that

the resampled sets contain the same number of samples, we repeated the current

input to generate larger datasets that could be under-sampled to achieve the

desired sampling rate while still containing information about the full SOC range

(0% to 100%). This resulted in 20 resampled datasets covering sampling rates

ranging from 50 ms to 1000 ms in 50 ms intervals.

The results for part one are briefly summarized in Table 5.2, while Fig.5.1

presents the results for part two. Our results suggest that models trained on the

UDDS data resampled at 50 ms achieved the best performance. This trend was

consistent across both studies, with slower sampling rates resulting in worsened

RMSE performance. It’s important to highlight that all models employed the

same feature library (Θbl), comprising 26 terms, indicating that the enhanced

RMSE was solely due to the alteration in sampling rate. Moreover, we infer that

the improvement is attributable to both the augmented number of data samples

and the faster sampling rate, which provides more intricate details about the

battery’s dynamics. The latter aspect is further explored in §5.3. Additionally,

the formulation of RMSE, which relies on the number of samples utilized, also

played a role in enhancing performance.
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Table 5.2. Sampling Rate Optimization Results (Part-1, varied sample size)

Sampling Rate Sample Size RMSE Sparsity

50 ms 36000 samples 5.44× 10−6 26

250 ms 7200 samples 6.55× 10−4 26

450 ms 4000 samples 3.52× 10−3 26

650 ms 2770 samples 8.89× 10−3 26

850 ms 2120 samples 1.54× 10−2 26

1000 ms 1800 samples 2.20× 10−2 26

Figure 5.1. Sampling Rate Optimization Results (Part-2, consistent sample
size).

5.3 Pulse-Relaxation Study

Here, we delved deeper into determining the optimal sampling rate for Li-ion

battery SOC dynamics by examining the battery’s response to pulse excitation

input. Our investigation involved applying a current input consisting of charge

and discharge pulses and relaxation periods to the electrochemical model detailed
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in §4.1.2. The charge and discharge pulses utilized a maximum current of 0.05A

with a pulse width of 1 second. Following each pulse a rest period was applied,

where a current of 0A was applied for 14 seconds to allow the battery to reach

a steady state. We analyzed the battery’s response throughout the rest periods

to uncover the time scale of the SOC dynamics. Our findings, depicted in

Fig. 5.2, reveal that these dynamics evolve in the order of milliseconds. Moreover,

these results align with the time scale for the interfacial charge transfer kinetics

observed in [180]. The interfacial charge transfer is typically assumed to follow

Butler–Volmer kinetics and exhibits high SOC dependencies [181]. Therefore, to

accurately capture the SOC dynamics from measurement data, it’s imperative

to collect data using a sampling rate in the order of milliseconds or faster. This

confirms the validity of our selection of 50 ms from §5.2 as the optimal sampling

rate for LiB applications.

Figure 5.2. Pulse Relaxation Study: (a) Current Input, (b) Discharge Pulse
(red) & Relaxation, (c) Charge Pulse (green) & Relaxation.
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Table 5.3. Battery Digital Twin of SOC Dynamics Results

Simulated Data RMSE Sparsity

Training 5× 10−7
...

Validation 1.3× 10−3 10

Cross-validation (US06) 1.4× 10−3
...

Experimental Data RMSE Sparsity

Training 2.2× 10−6
...

Validation 4.8× 10−4 8

Cross-validation (US06) 8.5× 10−4
...

Library Terms (Θ∗) SOC, SOC·V, sin(SOC), sin(V),
exp(SOC),

∫
(I), sinh(SOC), cosh(V)

5.4 Physics-informed and Temperature-Dependent Digital Twin of

Battery SOC Dynamics

Here, we present the battery digital twin developed with the library terms

detailed in §5.1, the re-sampled input/output data from §5.2, and our enhanced

data-driven modeling methodology, including auto-tunning of the hyperparameters

detailed in §3.1 and our Monte Carlo search of additional nonlinear terms from

§3.1.3.

We devised an efficient and precise battery digital twin by constructing a

reduced-order nonlinear SOC model through our explicit data-driven approach

and utilizing experimental battery measurements. This model underwent training

and validation on an in-house stochastic current profile, with corresponding

voltage and SOC data sampled at 50 ms intervals. It attained a training RMSE of

2.2× 10−6 and a validation RMSE of 4.8× 10−4. To assess its generalizability, we

conducted cross-validation on experimental battery measurements corresponding

to the US06 drive cycle, achieving an RMSE of 8.5× 10−4. The resulting model

is concise, comprising only eight terms selected from the augmented library Θa,
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including our baseline library Θbl and some additional nonlinear terms identified

via the Monte Carlo Library Search (MCLS). A summary of the findings is

presented in Table 5.3. The validation and cross-validation results are illustrated

in Fig 5.3a and Fig 5.3b, respectively. We note that comparable performance was

achieved by the model developed using idealized simulated data. The predictive

performance of this model across the training, validation, and cross-validation

tests is also summarized in Table 5.3.

(a)

(b)

Figure 5.3. Digital Twin Results a) Battery Digital Twin Validation Results:
Experimental Stochastic Cycle Data at 25°C and b) Battery Digital Twin Cross-
Validation Results: Experimental US06 Cycle Data at 25°C.

We also compared our approach to the commonly used ECM method by

fine-tuning its parameters with our experimental training data. The performance
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of both methods is presented in Fig. 5.3a and Fig. 5.3b. Fig. 5.3a demonstrates

that the ECM performs poorly compared to our model, especially in the low SOC

region. The ECM’s prediction error (RMSE) is 2.4× 10−2, significantly higher

than the 2.2× 10−6 achieved by our method. Moreover, the ECM’s accuracy is

consistent across new data as shown in Fig. 5.3b, where a generalization RMSE of

2.5× 10−2 was achieved. These results suggest that our approach offers significant

improvements over the ECM method, particularly at low SOC levels where the

ECM struggles. Additionally, our model simplifies implementation by eliminating

the need for multiple sets of coefficients to cover the full range of SOC, a common

requirement for the ECM.

Lastly, we developed a re-calibration approach (see §3.1.4) to re-optimize the

model coefficients for maintaining predictive performance (RMSE) across diverse

temperatures, ranging from -20°C to 40°C. This was done while keeping the optimal

model structure (feature library, refer to Table 5.3) with minimal complexity. The

optimization process aimed to minimize an RMSE-based cost function (3.10) by

recalibrating each model coefficient using data from our stochastic cycle conducted

at discrete temperature intervals. The optimal trend of model coefficients is

shown in Fig. 5.4a. These trends were achieved through multiple iterations of the

optimization routine, starting with a coarse resolution of the coefficient search

space, allowing a maximum deviation of 10% from the optimal coefficients of the

base model developed at the standard operating temperature of 25°C. In each

iteration, the search space was refined, increasing the resolution as we focused

on areas of good performance. Coefficients C1 through C8 correspond to each of

the eight model terms, encompassing SOC, V , and I. It’s worth mentioning that

coefficients related to V (C7 and C8) exhibit the most significant temperature

dependency, whereas the SOC and I terms (C1 to C6) undergo minimal or no
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alterations with temperature variations. The temperature dependency observed

in the V terms can be attributed to fluctuations in the battery’s voltage response

influenced by shifts in operating temperatures [58, 182]. The ultimate model

maintained high accuracy across the entire operating range, featuring our optimal

feature library and a lookup table of temperature-dependent coefficients optimized

for each discrete temperature condition. This includes temperatures from −20°C

to 40°C and SOC values from 0% to 100%, with an average RMSE of 1.1× 10−3.

The RMSE results for each discrete temperature are shown in Fig. 5.4b.

5.5 Summary and Conclusion

This study presents a novel physics-informed battery digital twin (PhITEDD),

focusing on accurately predicting State of Charge (SOC) dynamics across various

temperatures and SOC conditions. Leveraging battery operando measurements,

our digital twin employs an explicit data-driven approach to uncover governing

equations for precise SOC forecasting. Our digital twin model is constructed

using a reduced-order framework. It comprises a library of candidate terms and

coefficients determined through a sparsity-promoting algorithm. We enriched the

model’s library with explicit physics-informed terms to enhance interpretability

and generalizability. We developed a Monte Carlo search strategy to effectively

explore further nonlinear terms, enhancing our ability to explore the vast search

space and better characterize highly nonlinear behaviors. A hyperparameter

autotuning technique was crafted for the regularization optimizer (STRidge)

to determine optimal coefficients, striking a balance between model accuracy

and complexity. Furthermore, we devised a re-calibration approach to optimize

model coefficients based on new data, ensuring consistent efficacy across a wide

temperature range (-20°C to 40°C) while maintaining minimal complexity. We
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(a)

(b)

Figure 5.4. PhITEDD Model a) Optimal Trend of Temperature-Dependent
Model Coefficients (Ξ∗

Ti
) and b) Predictive Performance Across Temperature

Conditions.
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examined how varying data sampling rates affect the accuracy of data-driven

battery models. Subsequently, we optimized the sampling rate and confirmed our

findings through pulse relaxation studies. The base model, trained and validated

using an in-house stochastic drive cycle at 25°C, demonstrated high accuracy

with RMSE scores of 2.2 × 10−6 and 4.8 × 10−4, respectively, with a parsimo-

nious structure comprising only eight terms. It exhibited strong generalization

performance with an RMSE of 8.5× 10−4 on unseen measurements corresponding

to the US06 drive cycle. Overall, the PhITEDD model achieved an average

RMSE of 1.1× 10−3 across the entire operational spectrum, demonstrating its

adaptability and the effectiveness of our modeling approach in addressing diverse

conditions. Moreover, the nonlinear nature of PhITEDD and its connection to

physics provides improvements over ECM-based methods, which show deficiencies

at low temperatures and low SOC conditions. In our stochastic and US06 drive

cycle experiments (see Fig.5.3a-5.3b), the ECM’s performance deteriorated by

up to 50% at low SOC levels, while PhITEDD maintained its efficacy. Addition-

ally, it is crucial to emphasize that our modeling approach requires significantly

less data than other machine learning techniques, enabling faster training and

re-calibration. This advantage facilitates the efficient development of fine-tuned

models for individual cells, helping to mitigate errors arising from the inherent

inconsistencies within battery packs, which are exacerbated by varying aging

progressions. However, it is important to note that the RMSE of multiple battery

models will accumulate. Lastly, it is worth noting that the method presented can

be tailored to various energy storage setups, including different battery systems,

cell types, and chemistries, and can also serve as a guide for machine learning

modeling of complex systems.
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6. FAST CHARGING OPTIMIZATION RESULTS

This section presents the optimal charging strategy synthesized with our adaptive

learning and optimization method. Our approach employed a full-order electro-

chemical (DFN) model coupled with a thermal model for capturing the battery’s

thermal effects, making our electrochemical-thermal-based control law close to

the actual battery mechanism.

We explored different charging strategies, including passive changing strategies

in §6.1. Our optimal results are presented in §6.2 along with a comparison to the

other charging strategies.

6.1 Passive Charging Strategies

Passive charging techniques are model-free methods that charge the battery

under preset instructions, as shown in Fig. 6.1. The charging profiles developed

with these methods are characterized by their fixed terminal conditions, including

current, voltage, or power constraints. However, passive charging algorithms do

not consider the feedback of the battery states, which may lead to a shortened

battery lifespan.

A common and arguably most widely used charging strategy is constant-

current constant-voltage (CC-CV) due to its easy implementation and operation.

This algorithm initially charges the battery with a constant current until the

voltage reaches a preset upper limit. Then, the voltage is held constant until

the current is reduced to a preset minimum value. In this study, we tested the

CC-CV charging protocol under different changing rates (C-rates) to fully charge
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Figure 6.1. Passive Charging Structure

Figure 6.2. Passive Charging Strategies: (a) CC-CV, (b) PPC

a 5Ah 21700 NMC-811 cylindrical cell. First, we tested the conventional 0.3C

CC-CV charging strategy following the battery manufacturer’s specifications.

Next, we tested a fast-charging 2C CC-CV charging protocol, which reduced

the charging time to around 4000 seconds from the 12000 seconds needed to

fully charge the cell with the 0.3C CC-CV. However, this reduction in time came

with a substantial rise in the battery’s temperature, surpassing the maximum

temperature of 63°C. Moreover, subjecting the battery to elevated temperatures

can lead to adverse effects on battery health, such as accelerated electrochemical

aging [154, 155]. The CC-CV charging protocols are baselines for comparison
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Strategy Charge Time (s) Max T (C) Max V (V)

CC-CV: 0.3C 12,500 27 4.20
CC-CV: 2.0C 4,000 64 4.20
Hybrid: 4,000 57 4.22

Table 6.1. Comparison of Charging Strategies

against our constrained-based optimal solution, which aims to fulfill fast charging

demands while maintaining safe operating conditions by respecting constraints.

The corresponding plots and the summarized results are presented in §6.2.

6.2 Optimal Results

Here, we present the optimal charging profile developed with our adaptive

optimization approach to maximize the battery SOC within a set charging duration

(tf ) while respecting safety constraints. This is achieved by minimizing the square

error between the SOC reached during the iteration and the desired SOC (SOCd)

of 100% (fully charged). The optimization objective and operational constraints

are defined in (6.1) and summarized in Table 3.2.

I∗ = argmin
I

∫ tf

0

(SOC(t)− SOCd)
2dt (6.1)

subject to the constraints:

T (t) ≤ Tub

Vlb ≤ V (t) ≤ Vub

Ilb ≤ I(t) ≤ Iub
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Our optimized charging strategy comprises a hybrid (mixed continuous-

discrete) solution, where continuous refers to the direct simulation of operating

modes (e.g., CC, CV, pulse), and discrete refers to a transition between the

operating modes. This approach aims to maximize current and subsequently

dynamically transition between operating modes to meet constraints. Since the

battery has a smaller resistance in the lower SOC range, the highest current is

applied as a positive pulse current (PPC), whose waveform parameters (refer

to Fig. 6.2) such as peak charging current (Ip), pulse on-time (tp), relaxation

interval time (tr), and total pulse period (T ) are optimized via our adaptive

learning and control approach. Pulse charging was implemented, as it can be

an efficient and fast charging strategy that, with proper selection of current

waveform parameters, can help prevent the side reactions caused by saturation at

the particle interface [183]. Following the PPC mode, the solution switches to

CV to avoid continuing temperature rise due to the battery’s rapidly increasing

internal resistance.

Our optimization approach initializes with information (e.g., tf , Ich, Iend, etc.)

from the 2C CC-CV profile. It optimizes a set of control points (PPC parame-

ters) to yield a fast charge time while respecting safety constraints, including a

maximum voltage of 4.2V and a maximum temperature of 57 °C corresponding

to 90% of the maximum surface temperature of 63°C. The optimized charging

strategy fully charged the 5Ah 21700 NMC-811 cylindrical cell, 66% faster than

the recommended 0.3C CC-CV strategy. It maintained a temperature of 57°C or

lower while the 2C CC-CV strategy experienced higher temperatures, reaching

upwards of 64°C. The results are summarized in Table 6.1, while the plots are

shown in Fig 6.3.
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Figure 6.3. Comparison of Charging Strategies
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6.3 Conclusions

In this work, we developed a constrained optimal charging strategy that meets

fast charging demands and sustains LiBs’ safe operation. To avoid subjecting the

cell to accelerated aging, we propose optimizing the electrical current for minimum

battery charge time while respecting safety constraints, including a maximum

cell temperature and a maximum voltage. We used a control strategy to learn

the Jacobian of a closed-loop system from input/output data generated by a

full-order electrochemical-thermal battery model. Based on the learned dynamics,

we optimized the response. Our optimized charging strategy is comprised of

a hybrid (mixed continuous-discrete) solution that fully charges a 5Ah 21700

NMC-811 cylindrical cell, 66% faster than the recommended 0.3C constant-current

constant-voltage (CC-CV) strategy. Furthermore, it maintained a temperature

of 57°C (90% of the 63°C maximum temperature) or lower while a comparable

2C CC-CV strategy experienced higher temperatures surpassing 63°C, which can

lead to adverse effects on battery health.
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7. SUMMARY AND CONCLUSION

This dissertation makes significant advancements in Li-ion battery modeling and

control by introducing a comprehensive, physics-inspired, data-driven framework

designed to address the challenges of accurate state prediction and optimal fast

charging across diverse operational conditions. The development of PhITEDD,

a temperature-dependent battery digital twin, marks a major step forward in

creating interpretable, generalizable, and high-accuracy models capable of real-

time state-of-charge forecasting. Additionally, the dissertation tackles the critical

problem of fast-charging optimization, presenting a robust data-driven control

strategy that minimizes charging time while ensuring safety constraints are met,

thereby mitigating degradation and enhancing battery longevity.

Key contributions include the advancement of data-driven modeling techniques

to develop high-fidelity models of energy storage systems using non-invasive

input/output data. These models were developed using a sparsity-promoting

optimization algorithm applied to a comprehensive library of candidate terms,

which was further enriched with explicit physics-inspired features relevant to

the behavior of Lithium-ion batteries. The library incorporated both empirical

and theoretical terms that relate to key battery phenomena, such as diffusion

processes, intercalation, and electrochemical kinetics. By leveraging the structure

of the SINDy (Sparse Identification of Nonlinear Dynamical Systems) framework,

the approach ensures that the resulting model captures the essential nonlinear

dynamics of the battery while promoting model sparsity. This approach not only



105

simplifies the model but also enhances its generalizability and interpretability,

which are critical for real-world applications.

The integration of physics-informed learning into SINDy marks a significant

advancement in the field of control-oriented battery modeling. Unlike traditional

methods, which may rely on complex, data-driven approaches or oversimplified

models, this novel method benefits from both a connection to the underlying

battery physics and data-driven flexibility. The ability to span the entire State-

of-Charge (SOC) range, from 0% to 100%, using a single model with a consistent

set of coefficients represents a major improvement. Traditional state-of-the-art

methods, such as equivalent circuit models (ECMs), typically require multiple sets

of coefficients to represent different portions of the SOC range, which introduces

complexity and limits model applicability across varying conditions.

To further enhance the modeling framework, a Monte Carlo search algorithm

was developed to identify and incorporate additional nonlinear terms, significantly

improving the representation of complex system dynamics. This algorithm

efficiently navigates high-dimensional feature spaces, enabling the discovery of

terms that capture intricate interactions within the system that might otherwise

be overlooked.

In addition, a hyperparameter auto-tuning approach was implemented to

optimize the balance between model accuracy and complexity. This automated

process eliminates the need for manual hyperparameter selection, which can be

time-consuming and error-prone, particularly when dealing with high-dimensional

systems. By dynamically adjusting the hyperparameters, the method ensures

that the model maintains high accuracy while avoiding overfitting, ultimately

resulting in a more robust and reliable framework.
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To address variability in operating conditions, a recalibration strategy was

introduced to update model coefficients using new data. This approach ensures

that the model adapts to changes in operating conditions, such as variations in

temperature while maintaining simplicity. Specifically, the recalibration process

allows the model to perform consistently across a wide temperature range, from

(−20°C to −40°C), ensuring accurate predictions and reliable performance even

under extreme conditions.

Together, these advancements; Monte Carlo-based exploration of nonlinear

terms, hyperparameter auto-tuning, and a robust recalibration mechanism; create

a powerful and adaptable modeling framework. This framework is well-suited for

applications requiring high precision and flexibility, such as battery management

systems in electric vehicles, where maintaining consistent performance across

diverse operational scenarios is critical.

The study also explored the impact of varying data sampling rates on the

accuracy of data-driven battery models, optimizing the sampling rate and val-

idating the findings through pulse relaxation studies. The methodology was

rigorously validated using both simulated and experimental data. Models trained

and validated on simulated data from the standard UDDS city driving cycle

achieved impressive predictive accuracy, with error values of (Et = 5× 10−7) and

(Ev = 1.3 × 10−3), respectively. Cross-validation on the unseen US06 highway

driving cycle further demonstrated the model’s robust generalizability, with an

error of (Ecv = 1.4× 10−3).

The model’s adaptability was confirmed through experimental data, where the

base model, trained and validated using an in-house stochastic drive cycle at 25°C,

achieved error values of (Et = 2.2 × 10−6) and (Ev = 4.8 × 10−4), respectively,

using a parsimonious structure of only eight terms. The model also exhibited
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strong generalization, with an error of (Ecv = 8.5× 10−4) on unseen real-world

US06 drive cycle data.

Overall, the PhITEDD model achieved an average error of (1.1× 10−3) across

its operational range including temperatures ranging from −20°C to −40°C, low

(0%) and high (100%) SOC levels, and aggressive currents, demonstrating its

adaptability and effectiveness under various conditions. The nonlinear nature

and physics-based approach of PhITEDD provide significant improvements over

traditional ECM methods, which often struggle under low-temperature and low-

SOC conditions. In the stochastic and US06 drive cycle experiments, ECM

performance deteriorated by up to 50% at low SOC levels, while PhITEDD

maintained high accuracy.

Furthermore, this approach requires significantly less data than other machine

learning methods, enabling faster training and recalibration. This efficiency

supports the development of fine-tuned models for individual cells, helping mitigate

errors caused by inconsistencies within battery packs, particularly those arising

from varying aging progressions.

In addition to modeling advancements, this work develops a constrained

optimal charging strategy to meet fast-charging demands while ensuring safe

operation. The strategy optimizes electrical current to minimize charging time

while adhering to safety constraints, such as maximum cell temperature and

voltage, to prevent accelerated aging. Using a full-order electrochemical-thermal

model, a control strategy was employed to learn the Jacobian of the closed-loop

system and optimize the response. The resulting hybrid (mixed continuous-

discrete) charging solution achieved a 66% faster charge time for a 5Ah 21700

NMC-811 cylindrical cell compared to the 0.3C constant-current constant-voltage

(CC-CV) strategy, while maintaining temperatures below 57°C, a 10% buffer from
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the critical 63°C threshold. In contrast, a 2C CC-CV strategy exceeded this limit,

posing risks to battery health. Future work will focus on expanding optimization

criteria to include minimizing capacity fade and improving efficiency by replacing

complex electrochemical models with high-fidelity, data-driven reduced-order

models.

This dissertation not only contributes transformative methodologies for Li-

ion battery modeling and control but also establishes a foundation for broader

applications in dynamic systems modeling. By bridging gaps between data-driven

and physics-based approaches, this work offers significant potential to advance

battery technologies, ensuring faster, safer, and more sustainable energy storage

solutions for critical applications like electric vehicles and renewable energy

systems.

Future work will aim to extend our modeling framework PhITEDD, to better

capture battery aging, which is crucial for long-term performance and reliability.

This extension will focus on (i) incorporating aging mechanisms such as capacity

fade, increased internal resistance, and degradation of materials; (ii) using long-

term experimental data from accelerated aging tests to refine the model and

improve accuracy; and (iii) integrating dynamic aging parameters that adjust

based on usage patterns, environmental conditions, and charge/discharge cycles,

with real-time updates to maintain prediction accuracy as the battery ages.

Furthermore, on the optimal charging front, we aim to expand our optimization

criteria to include minimizing damage to the cyclable life of the battery quantified

by capacity fade. Also, we plan on improving the efficiency of our optimization

approach by substituting the complex electrochemical model with our PhITEDD

Battery Digital Twin.



109

REFERENCES CITED

[1] International Energy Agency. Global ev outlook 2024, 2024. https://www.
iea.org/reports/global-ev-outlook-2024 [Accessed: (2024-1-1)].

[2] Li Zhang, Kang Li, Dajun Du, Chunbo Zhu, and Min Zheng. A sparse least
squares support vector machine used for soc estimation of li-ion batteries.
IFAC-PapersOnLine, 52(11):256–261, 2019.

[3] Benedikt Rzepka, Simon Bischof, and Thomas Blank. Implementing an
extended kalman filter for soc estimation of a li-ion battery with hysteresis:
A step-by-step guide. Energies, 14(13):3733, 2021.

[4] Chang-Hui Chen, Ferran Brosa Planella, Kieran O’regan, Dominika Gastol,
W Dhammika Widanage, and Emma Kendrick. Development of experi-
mental techniques for parameterization of multi-scale lithium-ion battery
models. Journal of The Electrochemical Society, 167(8):080534, 2020.

[5] Caiping Zhang, Jiuchun Jiang, Linjing Zhang, Sijia Liu, Leyi Wang, and
Poh Chiang Loh. A generalized soc-ocv model for lithium-ion batteries and
the soc estimation for lnmco battery. Energies, 9(11):900, 2016.

[6] Joel C Forman, Scott J Moura, Jeffrey L Stein, and Hosam K Fathy. Genetic
identification and fisher identifiability analysis of the doyle–fuller–newman
model from experimental cycling of a lifepo4 cell. Journal of Power Sources,
210:263–275, 2012.

[7] Robert Timms, Scott G Marquis, Valentin Sulzer, Colin P Please, and
S Jonathan Chapman. Asymptotic reduction of a lithium-ion pouch cell
model. SIAM Journal on Applied Mathematics, 81(3):765–788, 2021.

[8] Amardeep Sidhu, Afshin Izadian, and Sohel Anwar. Adaptive nonlinear
model-based fault diagnosis of li-ion batteries. IEEE Transactions on
Industrial Electronics, 62(2):1002–1011, 2014.

[9] Quan-Qing Yu, Rui Xiong, Le-Yi Wang, and Cheng Lin. A comparative
study on open circuit voltage models for lithium-ion batteries. Chinese
Journal of Mechanical Engineering, 31(1):1–8, 2018.

[10] Carlos Vidal, Pawel Malysz, Mina Naguib, Ali Emadi, and Phillip J
Kollmeyer. Estimating battery state of charge using recurrent and non-
recurrent neural networks. Journal of Energy Storage, 47:103660, 2022.

[11] Simon EJ O’Kane, Weilong Ai, Ganesh Madabattula, Diego Alonso-Alvarez,
Robert Timms, Valentin Sulzer, Jacqueline Sophie Edge, Billy Wu, Gre-
gory J Offer, and Monica Marinescu. Lithium-ion battery degradation: how
to model it. Physical Chemistry Chemical Physics, 24(13):7909–7922, 2022.

https://www.iea.org/reports/global-ev-outlook-2024
https://www.iea.org/reports/global-ev-outlook-2024


110

[12] Valentin Sulzer, Scott G Marquis, Robert Timms, Martin Robinson, and
S Jon Chapman. Python battery mathematical modelling (pybamm).
Journal of Open Research Software, 9(1), 2021.

[13] Alexander Cho, Stephen Nah, Greyson Sapio, Daniel Vail, Patrick Wang,
and Thomas Hodson. Analysis of lithium-ion battery failure and pybamm’s
viability in simulating them. In 2020 IEEE MIT Undergraduate Research
Technology Conference (URTC), pages 1–4. IEEE, 2020.

[14] Daniel Luder, Priscilla Caliandro, and Andrea Vezzini. Enhanced physics-
based models for state estimation of li-ion batteries. In Proceedings of the
Comsol Conference, 2020.

[15] Omidreza Ahmadzadeh, Renato Rodriguez, and Damoon Soudbakhsh. Mod-
eling of Li-ion batteries for real-time analysis and control: A data-driven
approach. In ACC’2022, pages 392–397, 2022.

[16] Wenlin Zhang, Ryan Ahmed, and Saeid Habibi. The effects of test profile
on lithium-ion battery equivalent-circuit model parameterization accuracy.
In 2022 IEEE Transportation Electrification Conference & Expo (ITEC),
pages 119–124. IEEE, 2022.

[17] Yasser Ghoulam, Tedjani Mesbahi, Peter Wilson, Sylvain Durand, Andrew
Lewis, Christophe Lallement, and Christopher Vagg. Lithium-ion battery
parameter identification for hybrid and electric vehicles using drive cycle
data. Energies, 15(11):4005, 2022.

[18] Mohsen Derakhshan and Damoon Soudbakhsh. Temperature-dependent
time constants of li-ion batteries. IEEE Control Systems Letters, 6:2012–
2017, 2021.

[19] Yuntian Chen, Yingtao Luo, Qiang Liu, Hao Xu, and Dongxiao Zhang. Any
equation is a forest: Symbolic genetic algorithm for discovering open-form
partial differential equations (SGA-PDE). arXiv preprint arXiv:2106.11927,
2021.

[20] Saehong Park, Dylan Kato, Zach Gima, Reinhardt Klein, and Scott Moura.
Optimal experimental design for parameterization of an electrochemical
lithium-ion battery model. J. Electrochem. Soc., 165(7):A1309, 2018.

[21] Saehong Park, Dong Zhang, Reinhardt Klein, and Scott Moura. Estimation
of cyclable lithium for li-ion battery state-of-health monitoring. In 2021
American Control Conference (ACC), pages 3094–3101. IEEE, 2021.

[22] Scott G Marquis, Valentin Sulzer, Robert Timms, Colin P Please, and
S Jon Chapman. An asymptotic derivation of a single particle model with
electrolyte. Journal of The Electrochemical Society, 166(15):A3693, 2019.

[23] Scott G Marquis, Robert Timms, Valentin Sulzer, Colin P Please, and S Jon
Chapman. A suite of reduced-order models of a single-layer lithium-ion
pouch cell. Journal of The Electrochemical Society, 167(14):140513, 2020.

[24] Jan Kleiner, Magdalena Stuckenberger, Lidiya Komsiyska, and Christian
Endisch. Advanced monitoring and prediction of the thermal state of
intelligent battery cells in electric vehicles by physics-based and data-driven
modeling. Batteries, 7(2):31, 2021.



111

[25] Dong Zhang, Satadru Dey, Luis D Couto, and Scott J Moura. Battery
adaptive observer for a single-particle model with intercalation-induced
stress. IEEE Trans Control Syst Technol, 28(4):1363–1377, 2019.

[26] Hao Tu, Scott Moura, and Huazhen Fang. Integrating electrochemical
modeling with machine learning for lithium-ion batteries. In 2021 American
Control Conference (ACC), pages 4401–4407. IEEE, 2021.

[27] Hao Tu, Scott Moura, Yebin Wang, and Huazhen Fang. Integrating physics-
based modeling with machine learning for lithium-ion batteries. Applied
Energy, 329:120289, 2023.

[28] Yinjiao Xing, Wei He, Michael Pecht, and Kwok Leung Tsui. State of
charge estimation of lithium-ion batteries using the open-circuit voltage at
various ambient temperatures. Applied Energy, 113:106–115, 2014.

[29] Caihao Weng, Jing Sun, and Huei Peng. A unified open-circuit-voltage
model of lithium-ion batteries for state-of-charge estimation and state-of-
health monitoring. Journal of power Sources, 258:228–237, 2014.

[30] Fangdan Zheng, Yinjiao Xing, Jiuchun Jiang, Bingxiang Sun, Jonghoon
Kim, and Michael Pecht. Influence of different open circuit voltage tests on
state of charge online estimation for lithium-ion batteries. Applied energy,
183:513–525, 2016.

[31] Kong Soon Ng, Chin-Sien Moo, Yi-Ping Chen, and Yao-Ching Hsieh. En-
hanced coulomb counting method for estimating state-of-charge and state-
of-health of lithium-ion batteries. Applied energy, 86(9):1506–1511, 2009.

[32] Asep Nugroho, Estiko Rijanto, F Danang Wijaya, and Prapto Nugroho.
Battery state of charge estimation by using a combination of coulomb
counting and dynamic model with adjusted gain. In 2015 International
Conference on Sustainable Energy Engineering and Application (ICSEEA),
pages 54–58. IEEE, 2015.

[33] Edi Leksono, Irsyad Nashirul Haq, Muhammad Iqbal, FX Nugroho Soelami,
and IGN Merthayasa. State of charge (soc) estimation on lifepo 4 battery
module using coulomb counting methods with modified peukert. In 2013
Joint International Conference on Rural Information & Communication
Technology and Electric-Vehicle Technology (rICT & ICeV-T), pages 1–4.
IEEE, 2013.

[34] Ruxiu Zhao, Phillip J Kollmeyer, Robert D Lorenz, and Thomas M Jahns. A
compact methodology via a recurrent neural network for accurate equivalent
circuit type modeling of lithium-ion batteries. IEEE Transactions on
Industry Applications, 55(2):1922–1931, 2018.

[35] Manh-Kien Tran, Anosh Mevawala, Satyam Panchal, Kaamran Raahemifar,
Michael Fowler, and Roydon Fraser. Effect of integrating the hysteresis
component to the equivalent circuit model of lithium-ion battery for dynamic
and non-dynamic applications. Journal of Energy Storage, 32:101785, 2020.

[36] Ephrem Chemali, Phillip J Kollmeyer, Matthias Preindl, and Ali Emadi.
State-of-charge estimation of Li-ion batteries using deep neural networks:
A machine learning approach. J. Power Sources, 400:242–255, 2018.



112

[37] Carlos Vidal, Pawel Malysz, Mina Naguib, Ali Emadi, and Phillip J
Kollmeyer. Estimating battery state of charge using recurrent and non-
recurrent neural networks. Journal of Energy Storage, 47:103660, 2022.

[38] Zahra Nozarijouybari and Hosam K. Fathy. Machine learning for battery
systems applications: Progress, challenges, and opportunities. Journal of
Power Sources, 601:234272, May 2024.

[39] Md Sazzad Hosen, Joris Jaguemont, Joeri Van Mierlo, and Maitane
Berecibar. Battery lifetime prediction and performance assessment of
different modeling approaches. Iscience, 24(2), 2021.

[40] Hao Tu, Scott Moura, and Huazhen Fang. Integrating Electrochemical Mod-
eling with Machine Learning for Lithium-Ion Batteries. In 2021 American
Control Conference (ACC), pages 4401–4407, May 2021.

[41] Saehong Park, Dong Zhang, Reinhardt Klein, and Scott Moura. Estimation
of cyclable lithium for li-ion battery state-of-health monitoring. In 2021
American Control Conference (ACC), pages 3094–3101. IEEE, 2021.

[42] Marc Doyle. Modeling of Galvanostatic Charge and Discharge of the
Lithium/Polymer/Insertion Cell. Journal of The Electrochemical Society,
140(6):1526, 1993.

[43] Karen E Thomas, John Newman, and Robert M Darling. Mathematical
modeling of lithium batteries. In Advances in Lithium-Ion Batteries, pages
345–392. Springer, 2002.

[44] Madeleine Ecker, Thi Kim Dung Tran, Philipp Dechent, Stefan Käbitz,
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