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ABSTRACT

This study presents an interpretable physics-inspired, data-driven approach to dis-

covering governing equations of Li-ion batteries for state-of-charge (SOC) and voltage

dynamics. A key parameter for the safe and efficient utilization of these batteries is

SOC, which represents the remaining charge in the battery. SOC is not directly mea-

surable and has to be estimated based on other measurements. Despite significant

efforts by the industry and academia, the state-of-the-art SOC estimation algorithms

have significant errors in low and high SOC regions, leading to original equipment

manufacturers (OEMs) limiting the range of charge and discharge of the batteries,

hence limiting the endurance and range in high-demand applications such as electric

vehicles. Here, we propose a novel approach to SOC estimation.

This research introduces an interpretable physics-inspired, data-driven technique

that estimates SOC and discovers the governing equations of battery voltage and SOC.

The algorithm employs a sparse identification method designed to uncover governing

equations suitable for such nonlinear systems from a library of potential functions. We

selected these functions based on the battery’s electrochemistry rather than generic

terms. This process results in a model with connections to physics. A key to this

modeling process is a sparsification step. Here, we proposed a novel formulation for

sparsifying the library terms instead of the common approach of using maximum

likelihood analysis of training data. We formulated the problem as a regularization

with hyperparameters. The new formulation allows for the use of multiple datasets

to address the shortcomings of the previous approaches while balancing the model’s

accuracy and complexity.

The previous parsimonious modeling techniques were sensitive to noisy measure-

ments. To address this issue, we augment the modeling technique with a joint un-

scented Kalman filter (JUKF), enabling more accurate estimates of SOC and voltage.

The JUKF mitigates the effects of noisy voltage measurements. The experimental

data demonstrate that the identified model with JUKF achieves a root mean square
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error (RMSE) of 1% for SOC prediction, which is a significant improvement over

the common approach of equivalent circuit model augmented by extended Kalman

filters (RMSE: 6%). Additionally, the model achieves an RMSE of 0.6 mV for voltage

correction.

Finally, we address one of the most important and complex issues in the battery

management systems of high-demand applications: SOC estimation. We developed

a co-estimation framework that utilizes JUKF to update model parameters, account

for noise effects, and estimate the SOC. This framework eliminates the need for initial

SOC values and ensures convergence by using voltage dynamics as an online SOC-

voltage map, making it suitable for real-time applications with uncertain SOC values.

In an unseen standard city driving cycle, the model is initialized with a 20% initial

SOC error and voltage measurement noise. The SOC values converge to the true

values with an RMSE of 1% (Voltage RMSE = 4 mV). The model also performs

robustly across temperatures (10°C and 40°C), achieving a SOC RMSE of less than

3%.

In conclusion, this dissertation offers a novel control-oriented data-driven frame-

work for discovering governing equations and state estimation of complex systems.

We applied the method to the critical task of accurate and reliable SOC estimation

in battery management systems, focusing particularly on low SOC levels where bat-

tery behavior is highly nonlinear. By integrating physical insights with data-driven

techniques and enhancing robustness with JUKF, this approach advances battery

reliability and operational range for electric vehicles and energy storage systems.

KEYWORDS: Nonlinear System Identification, Energy Systems, Estimation

and Filtering, Robust Estimation, Autotuning, Machine Learning in Modeling
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CHAPTER 1

INTRODUCTION

Batteries are ubiquitous in everyday applications such as electric vehicles, laptops, and

cell phones. Lithium-ion batteries are the preferred energy storage solutions due to

their high energy and power density [1]. With the global shift toward electrification

and sustainable energy solutions, efficiently managing these batteries is becoming

increasingly crucial to ensure safe, reliable, and optimized performance [2].

A critical component of battery energy storage systems is the battery management

system, which regulates battery performance and ensures that the battery operates

within safe limits. This is crucial to avoid conditions that can lead to degradation,

failure, and, in extreme cases, thermal runaway, fire, or explosion [3]. A battery man-

agement system continuously monitors key battery parameters and states to ensure

stable operation.

One of the most important parameters for monitoring battery performance is the

state of charge (SOC), which indicates the amount of energy remaining in the battery

at any given time. SOC is defined as the ratio of the available charge stored in the

battery to its maximum capacity. In Li-ion batteries, SOC is directly related to the

amount of lithium ions in the anode. SOC is at 100% when the concentration of

lithium ions in the anode is at its maximum while the concentration in the cathode is

at its lowest. For example, in an electric vehicle, 100% SOC means that the vehicle

is fully charged.

Accurate SOC information is vital for preventing overcharging and over-discharging,

both of which can significantly reduce a battery’s lifespan and pose safety risks. How-

ever, SOC is not measurable directly, and the battery management system relies on

sophisticated algorithms and extensive offline experiments for real-time estimation [4].

By accurately estimating SOC, the battery management system can regulate battery

performance, maintain safe operation, and keep the system within optimal operating

conditions.
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While SOC estimation is a critical task in battery management systems, accu-

rately estimating SOC in high-demand applications such as electric vehicles is highly

challenging due to the complex electrochemical processes occurring within the bat-

tery. This estimation results in relatively large errors at low and high state-of-charge

regions due to the highly nonlinear behavior of batteries in these regions. In addi-

tion, operating factors such as temperature and battery aging further complicate this

estimation. Several considerations, such as avoiding compromising the safety of bat-

teries, lead to limiting the operating state-of-charge region of the batteries, leading to

a significant reduction in endurance/range of systems and inefficiency in other tasks

such as regenerative braking.

Several approaches have been proposed for SOC estimation. One solution involves

modeling the battery dynamics based on its electrochemical processes [5–7]. How-

ever, these techniques require detailed knowledge of the battery’s internal material

properties and are computationally intensive due to the complexity of the battery’s

dynamics. Another common approach is the equivalent circuit model, which is widely

used for online SOC estimation in battery management systems. Equivalent circuit

models utilize passive electrical components to develop a simplified, linear model

based on measurable data. However, they struggle to accurately estimate SOC across

the entire operating range since battery behavior is highly nonlinear, and equivalent

circuit models fail to capture this complexity. As a result, these models can limit

the battery’s usable energy, reducing efficiency in demanding applications, such as

electric vehicles.

Therefore, a more reliable and accurate model is needed for SOC estimation that

works across the entire operating range using the available data. Data-driven model-

ing has shown the ability to capture complex battery dynamics for SOC estimation

without requiring knowledge of the battery’s internal parameters, offering potential

improvements for real-time battery safety and performance. However, previous at-
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tempts with data-driven models have struggled to generalize well to unseen conditions.

This dissertation proposes a novel physics-inspired, data-driven approach to address

these limitations, aiming to create an accurate, efficient, and control-oriented SOC

model.

The main objective of this study is to develop tractable data-driven models to

discover the governing equations of Lithium-ion batteries. Our hypothesis is that

The battery’s voltage and SOC dynamics can be represented by a few terms from

the measured data for input/output, and SOC levels can be accurately estimated via

these learned dynamics. To test this hypothesis, the following aims will be pursued:

Aim 1: Discovering a Battery’s Voltage and SOC Dynamics

• Create a nonlinear interpretable data-driven model for Lithium-ion battery.

• Enhance the modeling technique by including physics-inspired terms.

• Formulate a multi-objective cost function to capture the dynamics.

Aim 2: Robust Modeling with Noisy Data

• Extend data-driven model using a Joint Unscented Kalman Filter to mitigate

effects of noisy measurements.

• Develop a co-estimation framework to update model parameters using measure-

ment data.

Aim 3: Data Generation and Model Development

• Design experiments on a single cell at different temperatures.

• Generate data from a detailed cylindrical cell battery model.

• Conduct experimental studies and collect data.

Figure 1.1 outlines the steps taken to achieve the main objective and fulfill the

aims of this study.
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Experimental Design
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Figure 1.1. Proposed steps for modeling.

1.1 Organization of the Work

This dissertation presents the development of an algorithm for battery modeling

in SOC applications, supported by both simulation and experimental analysis. It

offers a detailed explanation of interpretable data-driven modeling for accurate SOC

estimation in batteries. The remainder of this dissertation is organized as follows:

Chapter 2: Provides a comprehensive literature review on battery modeling for

SOC estimation, highlighting the strengths and limitations of existing approaches.

We explore the potential of data-driven modeling for battery applications and discuss

current gaps in the field, explaining how this research aims to address those gaps

using interpretable data-driven methods. This chapter sets the foundation for Aim

1 by identifying key gaps in SOC and voltage dynamics modeling techniques, which

the proposed methodology seeks to address.

Chapter 3: Describes a brief overview of interpretable data-driven modeling

and explains the proposed method for battery modeling. We present the generic

formulation used to build the model and outline the steps involved. The potential of
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this methodology to capture battery dynamics is evaluated, along with its limitations.

A simplified simulation-based battery model is employed for data generation and

model construction. This chapter contributes to Aim 1 by focusing on creating an

interpretable data-driven model for capturing battery dynamics.

Chapter 4: Building on the insights from Chapter 3, this chapter addresses the

limitations of the initial data-driven model. The generic method lacks generalizability,

so we develop a methodology incorporating battery physics knowledge into the data-

driven model. We improve the model’s foundation and generalizability by analyzing

the electrochemical processes within the battery. Furthermore, a novel cost function

is proposed to optimize model parameters, enhancing the model’s ability to accurately

capture battery dynamics. A high-fidelity simulation-based battery model is employed

for data generation and model construction. This chapter directly supports Aim 1

by enhancing the modeling technique with physics-inspired terms and formulating a

multi-objective cost function to improve model accuracy. It also contributes to Aim

3 by employing a high-fidelity simulation-based battery model for data generation.

Chapter 5: Introduces a joint unscented Kalman filter to achieve robustness and

accuracy in the presence of noisy voltage measurements. Additionally, a co-estimation

framework is introduced to update model parameters in real-time, addressing uncer-

tainties in the modeled dynamics or the initial SOC value. This chapter addresses

Aim 2 by extending the data-driven model to handle noisy data using a JUKF and

developing a co-estimation framework.

Chapter 6: Details the experimental setup and procedures used to validate the

model. We provide an overview of the equipment, including the battery tester, holder,

and thermal chambers. The charge/discharge methods, including current and voltage

ranges, rest times, and cutoff parameters, are explained in detail. We present the

datasets used to create and evaluate the data-driven model and describe an offline
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method for determining SOC as a reference value. This chapter supports Aim 3 by

detailing the experimental design and data collection processes.

Chapter 7: The final developed model is applied to experimentally collected

data. We present the optimized model parameters and show how the model performs

using noisy measured data. We evaluate the model’s ability to ensure the conver-

gence of SOC to its true value by filtering out noise from the measured voltage data

and updating the model’s parameters to address uncertainties. The model is also

tested under various operating conditions to verify its generalizability and applicabil-

ity within battery management systems, ensuring accurate real-time SOC estimation

from measurable data. This chapter contributes to Aim 2 and Aim 3 by validating

the robustness of the model against noisy data and unknown initial SOC values and

verifying its performance across various operating conditions.

Chapter 8: In the final chapter, we summarize the key findings of this dissertation

and provide concluding remarks. Recommendations for future work are also discussed.
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CHAPTER 2

LITERATURE REVIEW

This chapter provides a comprehensive literature review of battery dynamics modeling

approaches used for SOC estimations.

The Battery Management System (BMS) is a critical component of battery energy

storage systems, responsible for regulating the charging and discharging processes to

ensure safe and reliable battery operation [6,8]. Comprising both hardware and soft-

ware, the BMS measures key battery outputs, including voltage and temperature,

and communicates with power systems to report the remaining energy in the battery,

referred to as the state-of-charge (SOC) [9]. Accurate SOC information is essential

for the BMS to enhance battery safety by preventing overcharging and discharging,

as well as improving its lifespan and performance. However, there is no direct mea-

surement of SOC. Hence, BMS relies on estimating SOC dynamics from an estimated

initial SOC value and measured data to regulate the battery’s performance and en-

sure its safe operation. Reliable models and algorithms are needed to achieve accurate

SOC estimation. Accurate models of Li-ion batteries (LiBs) for SOC estimation allow

for prolonged life and increased performance. Several modeling techniques have been

developed to model LiBs behaviors [5, 7, 10–14]. Fig. 2.1 displays different modeling

techniques for batteries and Fig. 2.2 presents a comparision of the battery modeling

methods. High fidelity indicates the model’s capability to capture the dynamics of

the battery, while the simple models have less computational cost and are less de-

tailed. In the following sections, we describe each technique along with its merits and

demerits.

2.1 Emprical Models

Empirical methods are one of the most widely used techniques to estimate SOC

due to their computationally affordable nature. An example of such an approach is

coulomb counting, which uses the integral of current as a measure of charge the bat-
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Figure 2.1. Methods for modeling battery systems.

Interpretability

Robustness

Data Efficiency

Computational
Efficiency

Fidelity

Transferability

Mechanistic Model ECM Machine Learning

Figure 2.2. Comparison of battery SOC Modeling and Prediction Methods.

tery receives or provides [15,16]. The accuracy of coulomb counting is highly sensitive

to the estimated value of the initial SOC values and the precision of measuring the

electrical current [17].

SOC can also be estimated using a predetermined (offline) voltage-SOC mapping.

For instance, Figure 2.3 illustrates the voltage-SOC mapping for different current

rates at 25°C. Although SOC can be estimated based on the voltage at this temper-

ature, it is important to note that voltage behavior is significantly affected by the

input current. In high-demand applications where electrical current varies frequently,

utilizing voltage-SOC mapping can be challenging.
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Figure 2.3. Voltage-SOC mapping for different current rates.

Another empirical approach for estimating SOC involves using the open-circuit-

voltage (OCV) [18]. This method determines the corresponding SOC values from a

predetermined (offline) OCV-SOC mapping. The OCV represents the stable voltage

response of the battery when the electrical current is minimal or when the battery is

at rest, making it generally independent of the current. However, OCV measurements

can only be taken when the electrical current is low, or the battery has rested long

enough to allow transient processes to stabilize. Consequently, OCV is not measur-

able during aggressive current profiles, necessitating the use of alternative models to

predict OCV.

Another limitation of this method is the flatness of the OCV-SOC mapping, which

makes accurate OCVmeasurements critical. Even minor fluctuations in OCV can lead

to significant changes in the estimated SOC. For example, at an electrical current of

0.1 C (where 1 C represents the current required to fully charge or discharge the

battery in one hour), as shown in Figure 2.3, small errors in OCV measurement can

cause large errors in SOC estimation.

While empirical methods are popular for their simplicity, they often suffer from

low accuracy and robustness, particularly in low-temperature or low SOC regions, as
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well as in high-demand applications such as electric vehicles. Below is a summary of

the key advantages and disadvantages of empirical models for SOC estimation:

Advantages

• Computationally affordable and efficient.

• They are easy to implement.

Disadvantages

• Highly sensitive to initial SOC values and precise current and voltage measure-

ments.

• Voltage-SOC mapping struggles with varying currents in high-demand applica-

tions.

• Errors in OCV measurements can lead to significant SOC estimation errors.

• Low accuracy and robustness in low SOC regions, low temperatures, or aggres-

sive operating conditions.

2.2 Mechanistic Models

Among the most common approaches are mechanistic models such as the pseudo-

two-dimensional (P2D) model [1, 7, 10–13, 19, 20]. Traditionally, mechanistic models

express the processes inside the battery with analytical equations. These models are

commonly referred to as white-box models. The main processes are electrochemical

reactions, mass, heat, charge transport, degradation, and deformation.

A limited section of a battery’s dynamic is easily observable. However, mecha-

nistic models can effectively capture the dynamics of these processes. Unfortunately,

no feasible or usable model describes all the dynamic processes [10, 21]. The mecha-

nistic models need to be designed according to their intended purpose. Models with

detailed descriptions of the phenomena and processes are developed for analysis and



11

diagnosis. In contrast, models for control and optimization purposes need to be com-

putationally fast and accurate. The final goal is to develop or adjust models to be

more computationally affordable while maintaining detailed physical phenomena [22].

The P2D model describes the electrochemical behavior based on the porous elec-

trode theory [23] and considers the cathode and anode of the battery composed of

a series of spherical particles submerged in a liquid electrolyte. The model captures

the spatiotemporal distribution of the states like Lithium concentration in solid and

electrolyte phases. The P2D model has been developed by including the thermal

dynamics [24] and battery aging [25, 26]. The P2D model provides the high-fidelity

battery physical model; however, these models require the tedious task of determin-

ing the material and physical parameters of the batteries [14]. Furthermore, it has

enormous complex equations and cannot be applied for real-time analysis.

For example, the well-known P2D model with thermal dynamics, also known as

the Doyle-Fuller-Newman (DFN) model [21], requires 33 parameters to build the

model. Some parameters, such as diffusivity coefficients of solid phases, are hard to

measure and need destructive tests. Furthermore, the electrolyte phase’s conductivity

coefficient and diffusivity coefficient depend on electrolyte concentration [27]; there-

fore, measuring them is very laborious and cumbersome. More importantly, heat is

generated inside the cell during the battery operation, and most of the transport and

reaction parameters strongly depend on temperature. Identifying these parameters

is particularly challenging.

The single particle model (SPM) [6] is a simplified version of the P2D model

that captures the most critical aspects of LiBs while reducing the computational

complexity. The SPM assumes no variations in the spatial domain and that the

electrolyte concentration remains constant [6]. These assumptions allow for a coarse

discretization of the spatial domain, resulting in a single node for each electrode, both

positive and negative. Although SPM is computationally fast, it is only accurate for
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Table 2.1. Number of required electrochemical parameters for mechanistic models.

Model Number of parameters Computational complexity

P2D 33 high
SPMe 31 medium
SPM 20 low

slow dynamic (less than 1C rate) [6]. SPM has been extended to work in a broader

range of operations by including electrolyte dynamics (SPMe) [7] and multiple particle

model (MPM) [28].

The SPM needs 20 parameters to model the battery’s dynamics, which is less than

the P2D model. However, they still require battery internal immeasurable parameters

such as diffusion coefficients; therefore, these models rely on some nominal parameter

values [13, 14]. Table 2.1 displays the number of required parameters for different

physics-based models. Moreover, in [29], an iterative extended Kalman filter was

employed to estimate SOC and model parameters within the SPM framework, while

a multiple-model Kalman filter was used to enhance the P2D model for predicting

long-term battery performance [30].

Although the P2D model and its variations describe the process precisely, its

accuracy is limited to the modeled phenomena. For instance, it only considers the

spatial dynamics of the battery in one direction [22]. Additionally, these models

are based on first principles that hold true only in idealized conditions, which are

difficult to replicate in real systems. Moreover, modeling unobserved or unknown

physical processes remains a significant challenge.

In summary, mechanistic models offer a robust framework for understanding and

simulating battery processes; however, they come with challenges in terms of com-

plexity and practical applicability. Below is a summary of the key advantages and

disadvantages of mechanistic models for SOC estimation:
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Advanteges

• Mechanistic models provide detailed insights into the internal processes of the

battery, including electrochemical reactions, mass transport, heat transfer, and

charge movement, making them ideal for in-depth analysis.

• They offer high interpretability and fidelity, allowing for battery design and

performance optimization improvements.

• Mechanistic models are extrapolable and can be applied across a wider range

of operating conditions.

Disadvanteges

• Mechanistic models require a large number of parameters, many of which are

difficult to measure or estimate accurately.

• They are based on idealized first principles, which may not hold in real-world

systems.

• High-accuracy models like DFN involve solving complex nonlinear PDEs, lead-

ing to high computational costs that limit their use in real-time applications.

• They cannot account for unknown or unobserved phenomena, restricting their

ability to fully capture the system’s dynamics.

2.3 Equivalent Circuit Models

Another approach to simulate the battery’s dynamic behavior is using equiva-

lent circuit models (ECMs). The ECM represents the dynamics of LiB using linear

models constructed by groups of passive electrical components such as resistors and

capacitors [31]. The advantage of the ECM is that the measurable data (current and

voltage) are enough to describe the behavior of the battery, resulting in a consider-

able reduction of model order [32]. We can model the battery without considering



14

electrochemical processes inside the cell using the ECM. This model represents the

electrical response of the battery through a series of resistors and capacitors (RC)

elements, where each pair of R and C are connected in parallel. In SOC estimation,

the goal is to determine the OCV of the battery from the measured terminal voltage

and current using the electrical parameters of the ECM. The SOC is then estimated

by applying a SOC-OCV mapping. The ECM has received significant attention due

to its simplicity and low computational cost [33–40]. However, due to the lack of

connection to physics, the validity range of ECMs is limited to narrow operating con-

ditions in which they have been calibrated. To employ ECMs for a broader range, a

large amount of experimental data is needed under different operating conditions [41].

Furthermore, ECMs often rely on constant parameters, which limits their ability to

capture the battery’s nonlinear behavior, especially in the low SOC region or varying

temperatures.

An issue with the ECM models is the uncertainty in the SOC values due to

the uncertainties in the ECM parameters (R and Cs) and the dependency of these

parameters on SOC values. Therefore, Kalman filters have been widely used to adjust

these parameters to improve the model performance and adapatability [42]. One of

the key advantages of the Kalman filter is its ability to provide real-time updates,

allowing for continuous refinement of the estimates based on new measurements.

This is particularly important in SOC estimation, where fluctuations in current and

voltage can introduce significant uncertainty. For instance, the Kalman filter has

been employed for SOC-OCV mapping in studies such as [18, 43], demonstrating

its effectiveness in improving estimation accuracy. Additionally, the Kalman filter

family has been integrated with ECMs to estimate both SOC and SOH by updating

the model parameters dynamically [44–47].

An alternative to simple ECMs, with typically one to five RC elements, is model-

ing based on electrochemical processes. The electrochemical ECMs let us interpolate
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and extrapolate the model’s parameters and are typically applied to the components

of a LiB, including the anode, cathode, electrolyte, separator, and current collec-

tor [48]. The electrochemical ECMs are employed to optimize the battery in terms of

energy content, cooling, and overall performance. Identification and parametrization

of each process are achieved by analyzing electrochemical impedance spectroscopy

(EIS) in the frequency domain or by using the distribution of relaxation times (DRT)

method [49, 50]. Such electrochemical-based ECMs are not used for SOC prediction

and estimation due to model complexity and EIS measurement requirements.

The accuracy of the model depends on the quality of the measured data. Ob-

taining precise and reliable measurement curves is challenging due to the numerous

disturbances. Working in the frequency domain for EIS needs to adjust the ampli-

tude of the currents to avoid damaging the cell and producing nonlinear responses,

which requires specific devices for performing experiments [49]. Furthermore, there is

a trade-off between the current amplitude and the resolution of the measured data.

In constructing ECM with DRT, a filter is required to separate the processes; how-

ever, it can potentially disturb or distort the results and time constants [22]. Below

is a brief summary of the key advantages and disadvantages of ECM models for SOC

estimation.

Advantages

• ECMs are simple models with low computational cost, using basic electrical

components like resistors and capacitors to represent battery dynamics linearly.

• ECMs can describe battery behavior using only measurable data, such as current

and voltage, without needing to account for internal electrochemical processes.

• The Kalman filter’s ability to continuously refine estimates makes it suitable

for dynamic environments where conditions change frequently.

Disadvantages
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• ECMs are limited to narrow operating conditions due to their lack of connection

to underlying physical processes.

• Extending ECMs to cover a wider range of operating conditions requires exten-

sive experimental data collection, and their accuracy is highly dependent on the

quality of the measured data.

• Incorporating electrochemical processes into ECMs involves complex identifica-

tion and parametrization, often relying on frequency response analysis, which

requires carefully controlled experiments and filtering techniques.

To address these limitations, ECMs are typically augmented with additional tech-

niques to improve accuracy, as discussed in Section 2.5.

2.4 Data-driven Models

An alternative approach to mechanistic and ECM approaches is to employ state-

of-the-art data-driven techniques for modeling energy storage systems. The main ob-

jective of these algorithms is to find the relationship between measured input/output

data and essential variables of the battery, like SOC and state of health (SOH).

Data-driven modeling can be classified as black-box modeling. In black-box mod-

eling, the relation between input and output is entirely based on the available data,

without any assumptions about the underlying physical processes. Machine learn-

ing algorithms, such as support vector regression, have been employed to map the

input space with a nonlinear function to a feature space, where regressions are then

applied. This approach aims to achieve generalized predictive power based on the

data [51]. In [52], support vector-based machine learning techniques were utilized to

predict the remaining useful life of LiB. Additionally, support vector machines can

be implemented for online estimation of the SOH for LiB [53].

Expanding on machine learning applications, several techniques have been devel-

oped to estimate SOC and SOH. Among these, neural networks and their variations
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have gained significant attention due to their ability to capture complex battery be-

havior. Examples include traditional neural networks [54–57], recurrent neural net-

works [58,59], artificial neural networks [60], long short term memory recurrent neural

network [61]. Other approaches, such as clustering combined with genetic algorithms,

have also been explored to improve SOC estimation [62].

One key advantage of data-driven models is that they eliminate the need to mea-

sure the internal parameters of batteries, which can be difficult and costly to obtain.

However, they require extensive data to find the best fit [62]. Furthermore, their

performance is usually constrained by data informativeness and reachness, and over-

fitting is a common concern [63]. Lastly, they can yield physically inconsistent and

inexplicable results due to the nature of the machine learning model.

When the battery chemistries change, mechanistic models need to be adapted

to capture the new phenomena [64]. Similarly, data-driven models also require ad-

justments. However, these adjustments are simpler in data-driven models, as their

structure is already established, and only the parameters need to be tuned by re-

training the model with new data to account for the new phenomena due to their

physics-independent nature. In contrast, mechanistic models require estimating or

measuring new chemical parameters, which is a more laborious process. This high-

lights the greater flexibility and transferability offered by data-driven models [65],

making them especially valuable for developing new battery chemistries when their

properties and physics are not yet fully understood.

For example, Sodium-ion batteries are expected to have a lifespan exceeding 20

years; however, we lack complete physical information about their behavior over such

a long period. Data-driven models can predict their performance without requiring

a detailed understanding of the underlying dynamics, providing a powerful tool for

forecasting the behavior of emerging battery technologies.
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One limitation of machine learning models is their reliance on available data, which

is often restricted in practice. These models are typically unable to incorporate ad-

ditional internal information, such as Li-ion concentrations, which could enhance the

accuracy of SOC and SOH estimations. However, researchers are exploring new fea-

tures beyond traditional voltage, current, and temperature measurements to improve

predictions. For example, studies have investigated the use of strain sensor data [66]

and acoustic signatures of batteries [67] as alternative inputs for SOC estimation.

This highlights the advantage of machine learning models in scenarios where the un-

derlying physics is not fully understood; they can still correlate features such as SOC

and a battery’s acoustic signature without requiring a detailed understanding of the

underlying physical processes.

The computational cost of data-driven modeling is higher than ECMs, making

real-time model updates challenging as battery behavior evolves. Consequently, the

model is updated occasionally when significant changes in battery response are de-

tected. However, once the model is established, the implementation cost is low.

In summary, data-driven modeling has advantages for SOC estimation, but it

should be applied cautiously. Below is the summary of the key advantages and dis-

advantages in the context of machine learning for SOC estimation:

Advantages

• Data-driven models do not require knowledge of internal battery parameters,

simplifying the modeling process. They can discern complex battery patterns

using measurable data

• They are flexible and can be easily adapted to new battery chemistries or con-

ditions by simply adjusting parameters through retraining rather than relying

on extensive measurements or re-estimation.
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• They can utilize novel features to improve estimations when traditional features

are insufficient.

• Their implementation costs are low, making them suitable for real-time appli-

cations.

Disadvantages

• The performance is highly dependent on data quality. A rich and informative

dataset is required to capture the battery’s operating conditions, as machine

learning models typically do not extrapolate well.

• The quantity of data is also crucial; machine learning algorithms often require

large datasets for training and validation, which can be difficult to generate in

practice.

• Due to the complexity of the algorithms, there is a higher risk of overfitting,

which can lead to poor generalization.

• The results can be physically inconsistent and lack interpretability, as the mod-

els do not incorporate physical laws.

• While machine learning allows flexibility in feature selection, including too many

or unnecessary features can result in ill-conditioned problems due to correlated

features, making appropriate feature selection critical.

There have been efforts to address some of the limitations of data-driven models,

such as their lack of connection to physics, by combining them with other techniques.

The next section focuses on this type of modeling.

2.5 Hybrid Models

There have been efforts to combine machine learning tools with mechanistic mod-

els [68] or ECMs [69] to leverage the strengths of both approaches. These models are
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commonly referred to as hybrid models. For example, the ECM is incorporated with

deep learning for capacity estimation [70]. The ECM and data-driven modeling can be

combined for SOC prediction. The data-driven technique is employed to identify the

relation between open-circuit voltage and SOC. The OCV is calculated from ECM,

and the SOC is determined from OCV [18, 43]. Thermal coupled ECM with neural

network is constructed to capture the battery’s dynamic and temperature [71]. The

ECM with electrochemical processes is augmented with neural networks to provide

an accurate model of battery voltage [72].

In [73], a genetic algorithm was used to optimize the Kalman filter parameters

for SOC estimation, further enhancing the accuracy of the hybrid model. Similarly,

machine learning techniques such as neural networks have been incorporated with

ECMs and Kalman filters, especially when the initial SOC is unknown, to improve

estimation performance [74].

We can list the merits and demerits of this hybrid ECM modeling technique as

follows:

Advantages

• By integrating machine learning techniques, ECMs can better handle varia-

tions in operating conditions, extending their usability beyond their intrinsic

limitations.

Disadvantages

• Hybrid models using ECM tend to lack physical interpretability, which can

make it challenging to understand the underlying processes.

• These models often require large datasets for training and tuning, which may

not always be available.
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• Due to the linear nature of ECMs, hybrid models struggle to provide accurate

SOC estimations, particularly in low SOC regions, where the battery dynamics

become highly nonlinear.

• These models rely on an offline SOC-OCV map, which can vary under different

operating conditions. In chemistries like Lithium Iron Phosphate (LFP), where

the SOC-OCV curve is relatively flat, accurate estimation becomes challenging.

Mechanistic models provide strong extrapolation capabilities and interpretability

due to their foundation in physical principles, though they often come with high com-

putational costs. In contrast, data-driven models are computationally efficient but

struggle with extrapolation and lack physical interpretability. This complementary

nature of mechanistic and data-driven models highlights the potential for hybrid ap-

proaches to overcome the limitations of each method and leverage their combined

strengths [75].

Recent efforts have focused on integrating these two modeling paradigms. For

example, existing mechanistic models like the SPM with thermal dynamics have been

enhanced with feed-forward neural networks to improve model accuracy [68]. Another

hybrid approach combines a recurrent neural network with the SPM to better capture

the battery’s voltage dynamics [76]. In [77], a hybrid electrochemical-thermal-neural

network integrates a simplified SPM, a lumped thermal model, and a neural network

for the co-estimation of SOC and temperature.

Additionally, a physics-informed neural network in [78] was developed to corre-

late internal battery states using a P2D model and experimental data, showcasing

the potential of combining mechanistic insights with machine learning. In another

study [79], neural networks were used to solve the PDEs of the SPMe model, reducing

computation time and extending the model’s operating range.

While these hybrid models offer enhanced performance, they still rely on internal

parameters from mechanistic models like the SPM and require substantial amounts of
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data to train the machine learning algorithms effectively. We can list their advantages

and disadvantages as follows:

Advantages

• By integrating mechanistic models, hybrid approaches can maintain the strong

extrapolation and interpretability provided by the underlying physical princi-

ples.

• Machine learning algorithms, such as neural networks, improve the accuracy of

mechanistic models by capturing complex dynamics that are difficult to model

explicitly.

• Hybrid models extend the operational range of mechanistic models such as

SPM, particularly by reducing computational costs and improving performance

in real-time applications.

Disadvantages

• These hybrid models often require large amounts of data for training the ma-

chine learning components, which can be difficult to obtain, especially for high-

fidelity mechanistic models.

• Hybrid models still rely heavily on internal parameters from mechanistic models

(e.g., SPM or P2D), which are often difficult to measure accurately.

• Although computational efficiency is improved compared to purely mechanis-

tic models, hybrid models still involve significant complexity, particularly in

balancing the mechanistic and machine learning components.

Table 2.2 lists the selected papers for battery hybrid modelings.



23

Table 2.2. Selected studies for battery hybrid models.

Author Mechanistic ECM Data-driven

Tu et al. [68] * *
Cui et al. [69] * *
Su et al. [70] * *

Wang et al. [71] * *
Lin et al. [46] * *

Borah et al. [72] * *
Ting et al. [73] * *
Wang et al. [74] * *
Park et al. [76] * *
Feng et al. [77] * *
Xue et al. [79] * *

Hofmann et al. [78] * *

2.6 Research Objectives

This chapter presented an overview of various modeling approaches for Li-ion bat-

teries, along with their strengths and limitations. Empirical models provide a simple

and computationally efficient solution. However, they lack accuracy and robustness,

especially in dynamic operating conditions. Mechanistic models offer interpretability

and detailed physical insights into battery processes; however, they are computation-

ally expensive and require extensive information on electrochemical parameters, which

can be tedious to obtain. ECMs are computationally efficient but struggle to capture

the nonlinear dynamics of the battery, depending on predetermined SOC-OCV map-

pings, and lack a direct connection to the underlying physics. Data-driven models

are capable of capturing complex battery behavior. However, they face challenges

in terms of generalizability, require large amounts of data, and lack interpretability.

Hybrid models that combine ECM with other techniques offer a wider operational

range, yet they inherit the limitations of ECMs. Hybrid models that integrate mech-

anistic and data-driven approaches still rely heavily on the internal parameters of

mechanistic models, which can limit their adaptability.
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This review highlights several gaps in battery modeling for online SOC estimation.

Based on the ability of data-driven models to capture complex battery dynamics

from measurable data without requiring information about internal parameters. This

dissertation presents a novel approach to battery modeling for SOC estimation. The

proposed model is interpretable, physics-inspired, generalizable, and accurate. The

key contributions of this dissertation are as follows:

1. Interpretable Data-Driven Model: We focus on developing an interpretable

data-driven model, moving beyond common machine learning approaches like

neural networks, which typically provide only an input-output relationship. The

interpretability of the model allows us to uncover governing equations that

describe battery behavior, which can be leveraged for other applications, such

as designing optimal controllers for fast charging. The interpretable data-driven

approach enables us to discover the underlying dynamics of the battery without

requiring in-situ measurements of internal parameters.

2. Physics-Inspired Model: Incorporating physics into the model prevents phys-

ically inconsistent results and enhances accuracy. Unlike approaches that in-

tegrate mechanistic models with data-driven methods—requiring difficult-to-

access internal parameters and resulting in high computational costs for high-

fidelity models—the goal here is to develop a physics-inspired machine learning

model that captures battery dynamics meaningfully. The model features are

grounded in battery physics to enhance both accuracy and generalizability, en-

suring the model reflects the system’s true behavior rather than just fitting data

patterns.

3. Improving Generalizability: One of the primary limitations of data-driven

models is their poor generalizability beyond the range of training data. This

dissertation addresses this limitation by incorporating insights from battery
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physics and proposing a novel cost function to fine-tune the model parame-

ters. The goal is to design a cost function that sacrifices non-essential terms

in the model that may cause overfitting to the training data while still captur-

ing the essential, big-picture dynamics of the battery. By focusing on the core

features and simplifying the model, we can remove minor details that don’t sig-

nificantly contribute to the understanding of the battery’s behavior. This not

only enhances the model’s interpretability but also ensures that it generalizes

well across different operating conditions, especially in regions where the bat-

tery exhibits highly nonlinear behavior. Furthermore, reducing the complexity

of the model helps to prevent the inclusion of terms that are overly sensitive

to noise or anomalies in the training data, improving both its robustness and

adaptability to real-world applications.

4. Mitigating Noise Effects: As with most data-driven methods, the accuracy

of the model is highly dependent on data quality. In practical applications,

data is often noisy, so we augment the data-driven model with Kalman filter

techniques to mitigate the effects of measurement noise. This not only improves

SOC prediction accuracy but also allows the battery management system (BMS)

to calculate the required/generated power more effectively by filtering noise from

the voltage data.

5. Co-Estimating SOC and Voltage: We expand the Kalman filter approach

into a co-estimation framework that simultaneously estimates SOC, adapts

model parameters, and corrects voltage data. This framework enables more

robust estimation, especially when model uncertainties are present. By updat-

ing parameters online, the co-estimation framework addresses uncertainties in

initial SOC and current measurements, ensuring convergence to the true SOC.

This approach enhances the BMS’s real-time accuracy and robustness, par-
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ticularly in applications like electric vehicles where precise SOC estimation is

critical.

2.7 Summary

In conclusion, this chapter explored various modeling approaches for Li-ion battery

SOC estimation, highlighting their respective advantages, disadvantages, and gaps in

the current literature. This dissertation seeks to address key challenges related to

interpretability and generalizability without the need to measure internal battery pa-

rameters. We propose an interpretable data-driven model inspired by battery physics

that provides an accurate and reliable solution for real-time SOC estimation across

the entire operating range. The model is based solely on measurable data and can

be transferred to different battery chemistries without the need to reconstruct the

model. In addition, the model is augmented with the Kalman filter family to en-

hance robustness in the presence of system uncertainties. In the next chapter, we

will present the general methodology behind our proposed interpretable data-driven

model, demonstrating its potential to capture the complex dynamics of the battery.
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CHAPTER 3

A DATA-DRIVEN MODEL OF LI-ION BATTERIES

In this chapter, we provide a review of the state-of-the-art interpretable data-driven

modeling techniques and utilize them to develop a data-driven battery model. The

results serve as motivation for the need to address the drawbacks of these techniques

to achieve generalizable data-driven models. We utilized an enhanced single-particle

model with electrolyte (SPMe) to represent the actual plant dynamics of the Li-ion

battery model.

3.1 Interpretable Data-driven Modeling

Data-driven modeling (DDM) has recently attracted attention for system identifi-

cation, prediction, and control [4]. With advances in machine learning, interpretable

data-driven modeling techniques have emerged to improve our understanding of these

predictions. Hence enabling efficient control design and achieving desired system be-

havior [80].

Modern machine learning techniques, such as neural networks, can provide ac-

curate models for unknown dynamics; however, they often overfit the training data

due to excessive degrees of freedom, and their lack of interpretability limits their

application [4].

Recently, interpretability and explainability have become central topics in machine

learning research [81]. Interpretability refers to making the operations of a system

understandable to humans, either through direct introspection or an explanation of

the system’s output [82]. In this case, interpretability means that we can derive

meaningful insights about the system from the relationships between the data and

the identified model.

Effective explainability techniques in interpretable models allow users to com-

prehend, manage, and trust these systems [83]. People are generally reluctant to

adopt methods that are not understandable or interpretable [84]. Furthermore, in-
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terpretability ensures that only significant variables affect the output, improving ro-

bustness by revealing potential model perturbations [85].

One classic example of interpretable modeling is Kalman’s minimal realization,

which identifies linear empirical models from time series data [86]. Later, statistical

techniques such as Proper Orthogonal Decomposition (POD) and Balanced Trunca-

tion (BT) emerged, capturing the main dynamics of large-scale, complex systems.

More advanced methods like the Eigensystem Realization Algorithm (ERA) [86, 87]

and Observer Kalman Identification (OKID) [88, 89] have evolved, utilizing efficient

algorithms such as Singular Value Decomposition (SVD) [90] to streamline computa-

tions.

Dynamic Mode Decomposition (DMD) [91] is another computationally afford-

able data-driven technique that leverages SVD. DMD constructs control-oriented lin-

ear models from time series data and identifies the primary dynamic modes within

high-dimensional nonlinear systems. The identified models exhibit consistent spatio-

temporal patterns and approximate the dominant eigendecomposition of the sys-

tem [91–94].

Sparse Identification of Nonlinear Dynamical Systems (SINDy) [92] is another

technique, similar to DMD, that approximates system dynamics using both linear

and nonlinear functions. SINDy uses sparse regression to discover a parsimonious

model from a library of basis functions.

SINDy offers a control-oriented, interpretable, and generalizable model, allowing

for enhanced performance by integrating other techniques. Originally, SINDy was

designed to identify the dynamics of autonomous systems [92]. Compared to other

machine learning algorithms, such as neural networks, SINDy requires significantly

less data due to its reliance on linear regression [95].

SINDy has evolved to handle systems with inputs [96], making it possible to

integrate model predictive control [97]. Recent developments have also extended
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SINDy to deal with implicit dynamics [98], Monte Carlo library search [99], stability

promotion [100], noise robustness [95,101], and integration with Kalman filters [102,

103].

SINDy’s primary assumption is that a small number of functions can describe

the system’s dynamics. However, selecting these functions often relies on heuristics,

and inappropriate choices may prevent SINDy from discovering the correct governing

equations. To address this issue, we incorporate system-specific knowledge to guide

the selection of basis functions. For example, in the context of Li-ion batteries,

we include functions representing electrochemical processes in the base library and

supplement this with an extended library of additional terms relevant to battery

physics. The Monte Carlo library search is then used to randomly combine these

terms, aiming to discover the governing equations while balancing model sparsity

and accuracy.

Traditionally, SINDy sparsification is tuned using an Akaike Information Criterion

(AIC)-inspired cost function [104]. However, AIC tends to overfit the training data,

especially as the data set grows. To counter this, we propose a novel cost function

that leverages both training (in-sample) and validation (extra-sample) data and in-

corporates the number of active terms as a measure of complexity. This approach

prevents overfitting and leads to a more generalizable model that performs well across

varying operating conditions.

As with many data-driven techniques, SINDy’s performance can degrade in the

presence of noise. Moreover, SINDy depends heavily on initial conditions and does

not update identified dynamics using observation data. To address this, we aug-

ment SINDy with a joint unscented Kalman filter (JUKF), creating a co-estimation

framework. This framework enables parameter updating, noise mitigation, and im-

proved predictive performance, making it highly suitable for SOC estimation under

uncertain and noisy conditions. We chose JUKF because the dynamics discovered
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Figure 3.1. Schematic of the internal processes of LiBs.

through SINDy are nonlinear, and JUKF is suitable for nonlinear systems. Unlike

the extended Kalman filter (EKF), which linearizes the dynamics and introduces ad-

ditional errors, JUKF uses a transformation approach that preserves the accuracy of

the nonlinear dynamics.

In this chapter, we employed the general SINDy approach to explore its potential

to uncover the unknown dynamics of a battery using input-output data generated

from simulations. This allowed us to assess the method’s capability to model battery

behavior and identify key dynamics based solely on input-output data.

3.2 Mathematical Model of Lithium-ion battery SPMe

Here, we provide a summary of the enhanced SPMe [7, 105]. The terminology of

the model is presented in Table 3.1. Fig. 3.1 shows a schematic of the main internal

processes of LiBs.

Enhanced SPMe reduces the complexity of the full-order representation of LiB

models while minimizing the modeling errors [7]. SPMe models the cathode and

anode as single spherical particles and incorporates the dynamics of the electrolyte

through phase diffusion equations and electrolyte potential. The input and output of

enhanced SPMe include the current density I(t) and voltage V (t), respectively.
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Table 3.1. SPMe Symbol Definitions

Symbols Description [units]

a± Specific interfacial surface area [m2/m3]
brug Bruggeman porosity [-]
ce Li concentration in electrolyte phase [mol/m3]
c±s Li concentration in solid phase [mol/m3]
c±ss Li concentration at solid particle surface [mol/m3]

c±s,max Maximum concentration of solid material [mol/m3]
D±

s , De Diffusivity of solid, electrolyte phase [m2/s]
F Faraday’s constant [C/mol]
i±0 Exchange current density [A/m2]
I Applied current [A/m2]
k± Kinetic reaction rate [A·m2.5/mol1.5]
Lj Length of region j ∈ {−, sep,+} [m]
R Universal gas constant [J/mol-K]
R±

f Solid-electrolyte interphase film resistance [Ω-m2]

R±
s Particle radius in solid phase [m]
t Time [sec]
T Temperature [K]
t0c Transference number [-]
U± Open circuit potential of solid material [V]
V Terminal voltage [V]

αa, αc Anodic, cathodic charge transfer coefficient [-]
ε±s , εe Volume fraction of solid, electrolyte phase [-]
ϕe Electrolyte electric potential [V]

The SPMe method is developed using the following underlying assumptions. First,

the solid concentration of Lithium in both electrodes is assumed to be constant along

the spatial direction x. This allows the lithium-ion concentration to be modeled as a

diffusion process in the solid phase (3.1) and in the electrolyte phase (3.2)-(3.3):

∂c±s
∂t

(r, t) =
1

r2
∂

∂r

[
D±

s r
2∂c

±
s

∂r
(r, t)

]
, (3.1)

∂c±e
∂t

(x, t) =
∂

∂x

[
Deff

e (c±e )

ε±e

∂c±e
∂x

(x, t)

]
∓ 1− t0c
ε±e FL± I(t), (3.2)

∂csepe

∂t
(x, t) =

∂

∂x

[
Deff

e (csepe )

εsepe

∂csepe

∂x
(x, t)

]
, (3.3)



32

where De is a function of electrolyte concentration, Deff
e = De(ce).(ε

j
e)

brug, r represents

the radial position within the particle, and the boundary conditions are similar to the

full-order model [21]. It is assumed that the true exchange current density along x

can be substituted with the average value i±0 (x, t). Also, it is assumed that the charge

transfer coefficients, αa and αc are constant and equal to α = 0.5. This yields the

following representation of the average exchange current density.

i±0 (x, t) = k± [c±ss(x, t)]αc
[
ce(x, t)

(
c±s,max − c±ss(x, t)

)]αa
. (3.4)

We note that this representation is independent of x. The next step involves calcu-

lating the difference in electrolyte potential ϕe(x, t) at both current collectors [7].

The final step in the development of the SPMe method involves using the implicit

finite difference method to solve (3.1) and (3.2), using the Newton method to solve

(3.3), and integration by parts to solve the electrolyte potential [7]. Therefore, the

relationship between the input I(t) and the output V (t) is given by:

V (t) =
RT

αF
sinh−1

(
−I(t)

2a+L+i+0 (t)

)
+ U+(c+ss(t))

−RT

αF
sinh−1

(
I(t)

2a−L−i−0 (t)

)
− U−(c−ss(t))

+ϕ+
e (0

+, t)− ϕ−
e (0

−, t)−

(
R+

f

a+L+
+

R−
f

a−L−

)
I(t) (3.5)

Additionally, the energy of the battery can be calculated by normalizing the Li-

ion concentration in the negative electrode [10]. This calculation yields the SOC as

follows:

SOC(t) =

3
R−

s

∫ R−
s

0
r2c−s (r, t)dr − c−s,min

c−s,max − c−s,min

(3.6)
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3.3 Sparse Data-Driven Modeling of LiBs

Here, we present a data-driven approach to represent the input-output dynamics of

the electrochemical processes of LiBs presented in section 3.2. DDM reduces the costly

requirement of identifying complex battery parameters. We investigate data-driven

models using a modified version of the SINDyc (SINDy with Control) method [92,96].

SINDyc is a technique that approximates the governing equation through a library

of candidate terms (linear and nonlinear) and a set of coefficients. First, we seek

governing equations in the form of (3.7) using only electrical current and voltage

(Model I). Later, we augment Model I by including current, voltage, and SOC data

(Model II). Model I has the following form:

dV

dt
(t)

def
= V̇ = f (V (t), I(t)) , (3.7)

where f (V (t), I(t)) is a nonlinear function. We look for a representation of f by

considering linear and nonlinear terms of the current and voltage signals and denote

it by Θ(V, I). These terms are refined via a sparse regression approach to determine

the most dominant terms and develop a reduced-order model of the system. We con-

sider polynomials and trigonometric functions to form the following Θ(V, I) library

(potential terms):

Θ(V, I) =


| | | | | |

1 V V2 · · · sin (V) · · · I2 · · ·

| | | | | |

 . (3.8)

The columns of Θ(V, I) in (3.8) are time-series data, and they form the potential

functions. For example, voltage is a time series vector of m measured samples as

follows:

V =

[
V (t1) V (t2) · · · V (tm)

]T
. (3.9)
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Similarly, the V̇ in (3.7) is a time series vector given by V̇ =

[
V̇ (t1) V̇ (t2) · · · V̇ (tm)

]T
.

A reduced-order model can be obtained by promoting sparsity in Θ(V, I) through a

sparse vector of coefficients Ξ. Therefore, the battery model (3.7) (Model I) can be

written as:

V̇ = Θ(V, I)Ξ. (3.10)

The sparse vector of coefficients Ξ can be found using a LASSO (least absolute

shrinkage and selection operator) or ridge regression optimization. The LASSO opti-

mization problem has a 1-norm regularization term with p = 1 in (3.11), whereas the

Ridge Regression has a 2-norm regularization term with p = 2. Parameter λ is used

to balance the complexity and accuracy of the model.

Ξ∗ = argmin
Ξ

∥∥∥V̇ −Θ(V, I)Ξ
∥∥∥
2
+ λ ∥Ξ∥p (3.11)

LASSO regression works well for uncorrelated features [106] but has limitations when

the parameters are correlated, which is common in this sparsity-promoting problem.

An approach based on Ridge regression, called sequentially thresholded ridge regres-

sion (STRidge), is more suitable for this purpose. STRidge nullifies any coefficient

that is smaller than a threshold, ξth, and repeats until the nonzero coefficients of Ξ

converge. To implement the regression methods, we approximate V̇ by a first degree

finite difference:

V̇ (tk) =
V (tk)− V (tk−1)

Ts

, (3.12)

where Ts is the sampling time. Then, we need to find the optimal regularization

parameters λ and ξth. Mean square error (MSE) is a common approach to finding

models that best fit the data; however, it does not consider the complexity of the
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sparse system and tends to lead to over-fitted solutions. To achieve an accurate

ROM, the following AIC-inspired loss function [107,108] was used.

L (Ξ) = N ln

(
1

N

∥∥∥V̇ −Θ(V, I)Ξ
∥∥∥2
2
+ ε

)
+ 2K. (3.13)

In (3.13), K is the number of nonzero coefficients in Ξ, and N is the number of

measured data in time and the size of V̇. Parameter, ϵ, is a small number (≪ 1)

that provides the trade-off to avoid overfitting the data and ensuring a parsimonious

model [107].

As an alternative approach, we augment model (3.7) with SOC, assuming that

besides the voltage and current data, SOC is readily available; therefore, the governing

equation has the following form:

V̇ = f (V (t), I(t), SOC(t)) . (3.14)

Polynomial and trigonometric functions of SOC are added to the library in (3.8), and

the sparse model becomes:

V̇ = Θ(V, I,SOC)Ξ. (3.15)

The same optimization procedure as STRidge with AIC-inspired loss function (3.13),

is implemented for identifying the sparse coefficients.

3.4 Simulation Results

In this section, we show the performance of the data-driven models of section 3.3

to predict the response of the actual plant dynamics using only input-output data. We

use the enhanced SPMe of section 3.2 as the plant dynamics to generate the output

signal V (t) from a given input signal I(t). The battery parameters used for the data

generation process are from [109]. We add a Gaussian noise signal to the simulated
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data to account for sensor noise. The applied input I(t) consists of a random signal

with an amplitude of 5 A/m2.

To find the sparsest model that can predict the system dynamics, we explored

sparse modeling using both LASSO and STRidge regression. SINDyc is used to

identify the noise-free model. AIC-inspired loss function (3.13) was used to find the

optimal regularization parameter λ and ξth in (3.11). Fig. 3.2 shows the AIC-inspired

loss function for the STRidge model with λ = 10−5. It demonstrates that very small

ξth values result in non-sparse models with high AIC-inspired loss, which overfits

the data. According to Fig. 3.2, the optimal value for the ξth parameter is 0.0178

since it results in the smallest loss and promotes the highest level of sparsity in the

model by omitting less important terms. The LASSO optimization was solved using

the alternating direction method of multipliers algorithm (ADMM) [110]. The same

procedure and ADMM were used for the LASSO cost function. Since LASSO did

not result in a sparse model, we implemented the sequential threshold for LASSO

optimization by defining the tolerance similar to STRidge to promote sparsity in the

system (STLASSO). The optimal value of λ and ξth for STLASSO were found to

be 10−5 and 1.78 × 10−4 using AIC-inspired loss function, respectively. Table 3.2

presents the sparse model’s coefficients derived with STRidge and STLASSO. This

Table shows that the STRidge resulted in a more sparse model, which was expected

since they had the same λ and the tolerance in STRidge was significantly larger than

STLASSO’s. In our case, the STRidge resulted in fewer terms involving the electrical

current (input).

Fig. 3.3 illustrates that the identified model trained on a dataset consisting of 500

samples can accurately predict the response of the LiB from a random input signal

with 1500 samples, yielding a validation error (NRMSE) of 1.21%.

We used a sine-sweep signal input to evaluate Model I’s applicability to other

types of input. We used the same coefficients found using the stochastic input for
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Table 3.2. Comparison of identified model with STRidge and STLASSO for noise-
free model

Coeff. Library terms STLASSO STRidge

ξ1 1 4.1091 144.8080
ξ2 V 11.2388 264.3248
ξ3 V 2 26.8896 293.9786
ξ4 V 3 46.4685 -153.7041
ξ5 V 4 -13.4855 15.3124
ξ6 1/(V 2+1) 0.4039 22.8214
ξ7 sin (V ) 1.3587 252.5772
ξ8 sin (2V ) 0 0
ξ9 I -7.6277 -8.0264
ξ10 I2 0.0428 0
ξ11 I3 0.0174 0.0198
ξ12 I4 -0.0003 0
ξ13 1/(I2+1) 0.0053 0
ξ14 sin (I) -0.0282 -0.0513
ξ15 sin (2I) 0 0
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Figure 3.2. Loss function for a number of varying ξth for the noise-free system.

this purpose. The electrical current I(t) in the form of a sine-sweep signal as shown in

Fig. 3.4a was applied to the system. The sinusoidal input was applied for 1 second, and

its frequency was changed from 1 Hz to 100 Hz during this time. Fig. 3.4b illustrates
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Figure 3.3. Identified system with training data (blue) and validated with validation
data (red).

the identified output compared to the system’s (SPMe) output. The model predicted

the output with NRMSE of 1.59% by only using random input signals for training

and without any information about the battery parameters.

We evaluated Model I’s robustness to noisy measurements with an added noise

with amplitude equal to 15% of the voltage’s variance. Fig. 3.5a shows a random

current as the model’s input and Fig. 3.5b shows that the identified model can track

the output in the presence of the noise with NRMSE of 1.97%.

The model parameters are SOC-dependent. This is due to the fact that SOC is a

function of concentration (see (3.6)). On the other hand, the concentration changes

the output voltage with a given electrical current as described in (3.5). Therefore,

Model I parameters are valid only for a given concentration (SOC). We determined

Model I parameters with stochastic inputs with 0.75% SOC increments in the range of

0% to 75%. As shown in Fig. 3.6, these parameters follow smooth trends, suggesting

the possibility to switch among them as the SOC changes.



39

0 0.2 0.4 0.6 0.8 1
Time [s]

-5

0

5

I 
[A

/m
2
]

0 0.2 0.4 0.6 0.8 1
Time [s]

-20

-10

0

10

20

dV
/d

t [
V

/s
]

True
Identified

(a)

0 0.2 0.4 0.6 0.8 1
Time [s]

-5

0

5

I 
[A

/m
2
]

0 0.2 0.4 0.6 0.8 1
Time [s]

-20

-10

0

10

20

dV
/d

t [
V

/s
]

True
Identified

(b)

Figure 3.4. Identifying the system with the sine-sweep data. (a) Sine-sweep signal
current. (b) Derivative of the voltage.

While Model I worked with varying SOCs, it needed to switch among multiple

sets of parameters as the SOC changed. We added SOC-related terms to the model

to arrive at a simpler model (Model II) without switching modes. We generate a

library Θ of 22 candidate terms with the same conditions as the previous library. We

generated this model and evaluated it with US06 Highway Driving Schedule segments

[111]. The SOC changes from 40% charge to 25% charge during this scenario. Fig. 3.7

shows the effect of the US06 input profile on the SOC and the output voltage with

a sampling time of 1 second. Fig. 3.8 illustrates that Model II was trained using the

first 900 data samples and predicted the following 900 samples for the validation test,

where it achieved an NRMSE of 4.78%.



40

0 0.5 1 1.5 2
Time [s]

-5

0

5

I [
A

/m
2 ]

0 0.5 1 1.5 2
Time [s]

-10

0

10
dV

/d
t [

V
/t]

Training Validation Identified

0.2 0.25 0.3 0.35 0.4
Time [s]

-5

0

5

dV
/d

t [
V

/t]

1.25 1.3 1.35 1.4
Time [s]

-5

0

5

dV
/d

t [
V

/t]

(a)0 0.5 1 1.5 2
Time [s]

-5

0

5

I [
A

/m
2 ]

0 0.5 1 1.5 2
Time [s]

-10

0

10

dV
/d

t [
V

/t]

Training Validation Identified

0.2 0.25 0.3 0.35 0.4
Time [s]

-5

0

5

dV
/d

t [
V

/t]

1.25 1.3 1.35 1.4
Time [s]

-5

0

5

dV
/d

t [
V

/t]

(b)

Figure 3.5. Validating the identified system with noisy data. (a) random input for
the system with noise, and b) The derivative of the voltage. The blue line in (b)
is the training phase, and the red is the validation phase. The bottom graphs are
zoomed-in views of the output.

3.5 Summary

In this chapter, we developed data-driven models of voltage prediction using input-

output data. We used the enhanced SPMe for the data generation. The identified

model was developed using sparse identification. We used sparse regression meth-

ods, such as STRidge and LASSO, to balance model performance and complexity by

optimizing the AIC-inspired loss function. Model performance and robustness were

assessed via validation and generalization tests, where Model I achieved NRMSE val-

ues of less than 1.6%. Additionally, Model I was evaluated for robustness to noise,

achieving an NRSME of 1.97%. We showed that the Model I parameters are a func-
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Figure 3.6. Trend of four parameters of Model I versus SOC (ξ3, ξ7, ξ9, and ξ14).
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Figure 3.7. US06 Highway Driving profile via enhanced SPMe.

tion of SOC. Lastly, we incorporated SOC in the model and implemented a current

signal based on US06. In this simulation, the NRMSE values reach 4.78%.

This chapter demonstrated the potential of the SINDy algorithm for uncovering

the battery’s underlying dynamics. However, the discovered governing equations have
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Figure 3.8. Validating Model II with the US06 Highway Driving signal.

limitations in terms of predictability and generalizability. These challenges arise due

to several factors:

• Lack of connection to battery physics: The model does not include any

information from the battery, which limits its interpretability and predictability.

• Selection of sparsification parameters: Using maximum likelihood from

training data alone can lead to overfitting and reduced generalizability, partic-

ularly when training data growth.

• Library selection issues: Choosing inappropriate terms for the library may

fail to capture the correct system dynamics, while including too many terms

leads to an ill-conditioned model with correlated elements.

• Sensitivity to noise and initial conditions: The model’s performance de-

grades under noise, and it heavily relies on initial values.

In the next chapter, we address these limitations by enhancing our methodology:
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• Physics-informed library construction: We will select terms for the library

based on battery physics, ensuring the model captures the correct dynamics and

improves generalizability.

• Refined sparsification tuning: Instead of relying solely on AIC-inspired cost

function, we propose a novel multi-objective cost function that considers train-

ing error, validation error, and model complexity, striking a balance between

accuracy and generalizability.

These improvements will bring the model closer to real-world applications, in-

creasing its reliability and interpretability for tasks like battery modeling.
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CHAPTER 4

PHYSICS-INSPIRED MODELING

This chapter presents a foundation for physics-informed modeling of Li-ion batteries.

Our approach is based on analysis of the governing equations of the DFN (Doyle-

Fuller-Newman) model [27] and identifying the general forms that appear in the solu-

tion of these equations. Then, we use these terms as the core library terms rather than

the general terms discussed in Chapter 3. Next, we develop discrete models for both

voltage and SOC dynamics. We define our nonlinear tractable data-driven model by

improving the SINDy from Chapter 3 for discrete systems and propose a cost function

to enhance generalizability and operating range. These improvements increase the

model’s accuracy for more aggressive signals and broader operating ranges.

4.1 Interpretable nonlinear tractable data-driven model

In this section, we present our modeling approach. In section 4.1.1, we summarize

a sparsification method for discovering nonlinear interpretable data-driven models.

In section 4.1.2, we describe our approach to tune sparsification parameters through

a hyperparameters reformulation.

4.1.1 Sparse data-driven modeling

Here, we present a nonlinear tractable data-driven modeling approach for energy

storage systems. The model is created by sparsifying a library of candidate terms.

The sparsification is achieved by adapting the SINDyC algorithm [92]. The SINDyC

algorithm assumes that the system dynamic has the following form:

x[k + 1] = f (x[k],u[k]) , (4.1)

where x ∈ Rp and u ∈ Rq are the state and input, respectively. f (x,u) represents

the governing dynamics, and we assume that a few active terms can represent it. The

sparse regression technique aims to find these active terms from a library of candidate
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linear and nonlinear functions (also called the system’s observables). To evaluate the

library, we collect m snapshots of the state x and input u in time as follows:

X
def
= X[k,m]

def
=

[
x[k] x[k + 1] · · · x[k +m− 1]

]T
, (4.2)

U
def
= U [k,m]

def
=

[
u[k] u[k + 1] · · · u[k +m− 1]

]T
. (4.3)

The algorithm aims at identifying the dominant library terms that represent the

system dynamics (4.1) as in:

X′ = Θ(X,U)Ξ, (4.4)

where X′ def
= X[k+1,m] is a shifted temporal matrix of X, and Ξ is a sparse vector of

coefficients corresponding to elements of the library, and Θ(X, U) is the candidate

library that has the following form:

Θ(X,U) =


| | | | |

X X2 · · · sin (X) exp (X) · · · U · · ·

| | | | |

 . (4.5)

The sparse coefficients of (4.4), Ξ, are determined by minimizing the following

cost function that captures the trade-off model accuracy and complexity:

Ξ∗ = argmin
Ξ

∥X′ −Θ(X,U)Ξ∥2 + P (Ξ). (4.6)

In (4.6), P (Ξ) is the regularizer to promote sparsity. By defining P (Ξ) = ξth ∥Ξ∥0 +

λ ∥Ξ∥2, we arrive at:

Ξ∗ = argmin
Ξ

∥X′ −Θ(X,U)Ξ∥2 + ξth ∥Ξ∥0 + λ ∥Ξ∥2 , (4.7)
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where hyperparameters ξth and λ are the threshold and regularization parameters, re-

spectively. These parameters balance accuracy and complexity. The 0-norm nullifies

components in Ξ whose absolute values are less than a threshold ξth to increase par-

simony. In addition,λ is the regularization parameter that regulates the coefficients.

We can balance the model’s accuracy and complexity by the combination of these

terms. We repeat the regression until the nonzero coefficients of Ξ converge. This

algorithm is known as sequentially thresholded ridge regression (STRidge) [106, 112]

and works better than other regression methods like LASSO and sequentially thresh-

olded least-squares (STLS) due to correlated features present in the electrochemical

processes as some of them are governed by PDEs.

4.1.2 Optimizing the hyperparameters

Choosing the threshold and regularization parameter is not trivial since different

values lead to different sparse coefficients and models. Increasing ξth will eliminate

more terms and produce a sparser model, and increasing λ will reduce the magnitude

of the coefficients. A common approach to determine the threshold ξth and the regu-

larization parameter λ is minimizing an Akaike information criterion (AIC)-inspired

cost function on the training data [104]. Here, we propose reformulating the regu-

larization problem to include these parameters as hyperparameters and optimizing

them using an additional validation dataset.

Fig. 4.1 shows the procedure for choosing the hyperparameters with training and

validation datasets. Selecting hyperparameters involves two steps that balance model

complexity and accuracy. In the first step, we define priory sets of hyperparameters

and use training data with known input/output to build the sparse models for all

sets of hyperparameters by solving (4.7). The second step involves minimizing a cost

function (4.8) comprised of the root mean square error (RMSE) of the training data,
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RMSE of the validation data, and the number of terms as a measure of the model

complexity.

(λ, ξth) = min .J (Ξ) := ρ1Et(x, x̂) + ρ2Ev(x, x̂) + ρ3K (4.8)

where ρ1 and ρ2 are the penalties on the training and validation data’s modeling

errors, respectively, and Et(x, x̂) and Ev(x, x̂) are the RMSE of training and vali-

dation data, respectively. Therefore, errors from both the training and validation

datasets are incorporated, capturing in-sample and extra-sample errors. Including

extra-sample error helps the model avoid overfitting to the training data. Addition-

ally, we incorporate the number of nonzero terms in the sparse coefficient vector, Ξ,

into the cost function as a measure of model complexity. The number of nonzero

terms in the sparse vector of coefficients, Ξ, is represented by K ≪ ρ, with ρ3 serving

as a penalty on model complexity.

Also, RMSE is given by:

E(x, x̂) =

√√√√ 1

m+ 1

m+1∑
k=1

(x[k]− x̂[k])2, (4.9)

where x̂ is the predicted output from the model.

The model identifications were performed in the normalized coordinates to elim-

inate dissimilarity in the library elements scales affecting the regression. We nor-

malized the library by dividing each element by its corresponding column’s absolute

maximum value.

4.2 Tractable Data-driven Model of Li-ion Batteries

4.2.1 Data Generation

We used the DFN model to generate the voltage from the input current. The

Python Battery Mathematical Modelling (PyBaMM) [113] package was used for the
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Figure 4.1. Schematic of the proposed data-driven modeling technique: The al-
gorithm utilizes STRidge regression on the training data to identify the minimum
number of active terms. Then, the hyperparameter tuner uses a grid search approach
to minimize a cost comprising of the training and validation errors and the number of
active terms (a measure of sparsity) to determine the sparsification parameters and,
in turn, discovering the most appropriate model representing the process.

battery simulation. We modeled a 21700 cylindrical Li-ion cell with material NMC811

for the simulation [114].

We seek the sparse equation of the LiB by using only available data in the following

form:

V [k + 1] = Θ(V [k], SOC[k], I[k])Ξ1, (4.10)

SOC[k + 1] = Θ(V [k], SOC[k], I[k])Ξ2. (4.11)

where V [k] and I[k] represent the voltage and the electrical current, respectively, and

SOC[k] is the negative electrode state of charge at time step k. The model’s outputs

are the voltage and SOC, and electrical current is the input, as shown in Fig. 4.2.

The V̂ and ŜOC are the predicted outputs from the proposed model. Furthermore,

the Ṽ and S̃OC are the errors between the simulated data and identified data. We

predict the voltage and SOC using their initial values and electrical current profile.
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Figure 4.2. Block diagram of the nonlinear data-driven model.

4.3 Selection of Library Terms

The battery data can be used directly for predicting voltage and SOC through the

library Θ(V, SOC, I), which enables real-time estimation. While using generic nonlin-

ear terms can lead to very small Ṽ , the data will be prone to fitting into an incorrect

nonlinear model, resulting in poor performance in unseen scenarios. Therefore, we

use functions associated with the physics of the LiB in our library instead of adding

many terms that are not based on the battery’s physics.

4.3.1 Physics-informed Library

Here, we use the DFN physical model to build the library. The DFNmodel consists

of two electrically separated porous electrodes (cathode and anode) and a separator.

The Li-ions are transported by diffusion inside the active particles in the solid phase.

In the liquid phase, the Li-ions traverse the electrolyte interface via Butler-Volmer

kinetics to the other electrodes, mostly related to the charge transfer. The ions

dissolved in the electrolyte pass through the separator to the opposite electrode.

Internal battery dynamics are intercalation, electrochemical kinetics, and diffusion,

and they are expressed by combinations of ordinary differential equations (ODEs)

and partial differential equations (PDEs).
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It is noted that we only described some equations for building library terms, and

complete model equations with boundary conditions are given in [6, 27]. One of the

processes inside the battery is Lithium transportation, which relates to Lithium con-

centrations. Lithium concentration in solid phase c±s is radially symmetric diffusion

in spherical coordinate as follows:

∂c±s
∂t

(x, r, t) =
1

r2
∂

∂r

[
D±

s r
2∂c

±
s

∂r
(x, r, t)

]
, (4.12)

where r and x are the radial and longitudinal directions, respectively. The superscript

“±” presents the positive and negative electrode, and D±
s is the diffusion coefficient.

The Lithium concentration in electrolyte, ce, is governed by Fick’s law and molar flux

j±n as follows:

∂ce
∂t

(x, t) =
∂

∂x

[
De

∂ce
∂x

(x, t)

]
+

(1− t0c)a
±

εeF
j±n (x, t), (4.13)

where F is the Faraday’s constant, εe is the volume fraction of the electrolyte, t0c is the

transference number and a± is the specific interfacial surface area. Moreover, the diffu-

sion coefficient De is a function of electrolyte concentration. Lithium transportations

are diffusion processes, which are PDEs ((4.12) and (4.13)) and have the exponen-

tial function and zero-order Bessel function, which can be expressed as trigonometric

terms with Fourier transformation; therefore, trigonometric and exponential terms

are in their solution and is included in our physics-inspired library.

The molar flux is governed by the Butler-Volmer equation:

j±n (x, t) =
1

F
i±0 (x, t)

[
e

αaF
RT

η±(x,t) − e−
αcF
RT

η±(x,t)
]
, (4.14)

where R is the universal gas constant, T is the temperature, and αa and αc are anodic

and cathodic charge transfer coefficients, respectively. Moreover, c±ss is the Lithium



52

concentration at the solid particle surface. The Butler-Volmer equation (4.14) has

hyperbolic sine functions in the solution, which are exponential terms and are added

into the physics-inspired library. The i±0 is the exchange current density, and the

intercalation overpotential η± is an arithmetical combination of the solid potential,

the electric electrolyte potential, molar flux, and open circuit potential that depends

on the solid material.

The next process is the electrolyte potential ϕe, which is a function of ionic current

i±e and ce:

∂ϕe

∂x
(x, t) =

i±e (x, t)

κ
− 2RT

F
(1− t0c)×

(
1 +

d ln fc/a
d ln ce

(x, t)

)
∂ ln ce
∂x

(x, t), (4.15)

where fc/a is mean molar activity coefficient in electrolyte and κ is the electolyte

conductivity. The ionic current is a function of the molar flux, derived from the

conservation of charge. The ionic current is a function of the molar flux, derived from

the conservation of charge. Note that in the electrolyte, all the electrical current is

(i±e ). The equation for the ionic current is given by:

∂i±e
∂x

(x, t) = asFj±n (x, t). (4.16)

The specific interfacial area is as. Using Kirckoff’s law the solid potential ϕ±
s is given

by:

∂ϕ±
s

∂x
(x, t) =

i±e (x, t)− I(t)

σ± , (4.17)

where, σ± is the effective electronic conductivity of the electrode. Voltage is the

difference in the solid potential between the two ends of the electrode as follows:

V (t) = ϕ+
s (0

+, t)− ϕ−
s (0

−, t). (4.18)
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Finally, SOC is a function of the solid concentration (see (3.6)). However, accord-

ing to the enhanced coulomb counting approach [15], we can estimate SOC with the

integral of current in the following form:

SOC(t) = SOC(0)− 1

Qn

∫ t

0

ηcIdτ, (4.19)

where Qn is the battery capacity and ηc is the coulomb efficacy.

In conclusion, to build the library of the candidate terms, we use the voltage, elec-

trical current, SOC, and their exponential, trigonometric, and hyperbolic sinusoidal.

In addition, we include the integral of the current to the library, and to consider its

evolution, we append the double integral of the current to the library, too. Finally, we

add a combination of polynomial terms up to order two to model other nonlinearities

in the system. In this scenario, our library consists of 32 terms based on the internal

processes of the LiBs, which are given by:

Θ(V,SOC, I) =


| | | | | | |

V V 2 V I · · · sin (V ) exp (SOC) cos (I)
∫
(I) · · ·

| | | | | | |

 . (4.20)

Our physics-inspired model does not indicate a combination of the physical model

(DFN) with a data-driven approach. The DFN model provides insight into the physi-

cal law of battery dynamics. Therefore, we include the DFN’s solution forms inspired

terms in the library Θ instead of using generic nonlinear terms to discover governing

equations more connected to physics. This approach enabled a more generalizable

model for improved performance with unseen data.

Table 4.1 presents the physics-inspired terms. To account for unmodeled dynam-

ics of the DFN and other system nonlinearities, we combined simple terms (excluding

trigonometric, exponential, and hyperbolic functions) up to the second order to con-

struct our physics-inspired library.
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Table 4.1. Terms for creating the physics-inspired library

Terms: V SOC I
∫
I

∫∫
I

sin (V ) sin (I) sin (SOC) cos (V ) cos (I) cos (SOC)
exp (V ) exp (I) exp (SOC) sinh (V ) sinh (I) sinh (SOC)

4.4 Dataset

The sparse model depends on the captured data; therefore, the input must be

chosen carefully to have perfectly distributed data. First, we select the working

space by choosing the upper and lower bounds of the electrical current. We pick

the maximum value of the electrical current discharge 20 A or 4 C-rates, and the

minimum value of the electrical current charge −10 A. The average value of the

electrical current is around 5 A, and the duration is around 40 minutes with 50 ms

sampling time [115] that results in approximately 50% SOC variation. The uniformly

distributed random electrical current signal was employed to generate data.

Fig. 4.3a shows the stochastic current as the input for generating the training

data set, and Fig. 4.3b illustrates the histogram of the input current and voltage

corresponding to it. We sweep all the possible voltage values for any SOC from 90%

to 40%. Fig. 4.3b represents the working space, and for any current, voltage, and

SOC in this space, the identified model should be valid. This workspace covers high

current C-rates, which is suitable for aggressive current profiles with abrupt changes.

For the validation data set, we use the current profile from the US-highway (US06)

drive cycle input current profile [116] (see Fig. 4.4). The duration of the US06 drive

cycle is 600 seconds with 50 ms sampling time, and around 10 US06 drive cycles were

used to have 50% SOC variation. The maximum value of the current equals 16 A,

which is more than 3 C-rates of the cell.

Similarly, the test data generated with EPA Urban Dynamometer Driving Sched-

ule (UDDS) drive cycle current profile [116]. Fig. 4.5 shows the UDDS current signal
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Figure 4.3. Distribution of the input current for the training data set. (a) Input
current, and (b) Histogram of the current and voltage.
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Figure 4.4. 10 US06 current profile cycles for validation data.

used to generate test data. The upper value of the current is around 16 A, and
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Figure 4.5. 6 UDDS current profile cycles for test data.

about 6 UDDS drive cycles were employed to have SOC variation from 90% to 40%

discharge.

4.5 Simulation Results

In this section, we used the proposed nonlinear data-driven model of §4.2 to predict

the voltage and SOC of the LiBs by using the electrical current as the input. The

DFN was used to generate the output signals from the input currents of §4.4. After

generating the training data, we use the AIC-inspired loss function (Discrete model

of (3.13)) to find the regularization parameters λ and ξth in (4.7) for comparison with

our proposed cost function.

We selected ρ1 = ρ2 = 100 and ρ3 = 0.1 in the cost function. We assign equal

weights to the training and validation RMSE to ensure a fair assessment of the model’s

performance. We used cross-validation, using only the initial value to predict the time

series data to assess the RMSE of training data. The weight of the sparsity component

is also modified to accommodate the scale difference between the RMSE and sparsity

components. This enables us to discover governing equations that balance sparsity

and accuracy for both voltage and SOC.

The exhaustive grid search approach was implemented to find these parameters.

The observables were normalized to ensure the library terms have similar scales in the

regression optimization. We normalized each column of the library term by dividing

each element by the absolute maximum value of the corresponding column (observ-
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Figure 4.6. AIC-Loss function for SOC of the training data.

able). It is noted that the identified model was regressed onto the original coordinates

to refrain from having non-physical terms in the prediction.

The sparse equation is decoupled to find the sparsification parameters for voltage

and SOC separately. Fig. 4.6 represents the value of the AIC-inspired loss function of

the SOC. For very small values of the regularization parameters, the model overfits

the data and cannot omit less important terms. Furthermore, when ξth is very small,

the model is not sparse and does not depend on λ anymore. It demonstrates that ξth

plays a more important role than λ in the accuracy and sparsity of the model.

Here, the optimal value of the ξth and λ are calculated by solving the minimization

problem (4.8). We use the validation data as shown in Fig. 4.1 to find the best

model by selecting the optimal value for the sparsification parameters. We solved the

problem once for the SOC only by assuming we know the values of the voltage and

second for the voltage only by assuming we know the values of the SOC.

Fig. 4.7 illustrates the NRMSE of the US06 validation data for SOC. In contrast

to Fig. 4.6 that the identified model has small training NRMSE for the very small

value of ξth, for validation, the model has high validation NRMSE due to overfitting
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Figure 4.7. NRMSE for SOC of the validation data.

Table 4.2. Optimal parameters information.

Parameters Value for SOC Value for Voltage

λ 1.08× 10−5 7.50× 10−4

ξth 5.74× 10−6 2.15× 10−2

Number of active terms 19 33

the training data. This means that we have diminishing returns for training data,

and unnecessary terms appear in the model that does not change the accuracy and

overfits the training data. It is noted that in some parts of the red area in Fig. 4.7,

the NRMSE is higher than the upper bound in the color bar (10−1) to distinguish the

smaller NRMSE better.

The values of the sparsification parameters are presented in Table 4.2. We calcu-

late the optimal values for SOC and voltage separately by solving the minimization

problem (4.8). The optimal values from Table 4.2 are used to find the sparse model

from the training data set, and the performance of the sparse model is evaluated by

validation and test data.
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Figure 4.8. Identifying the system with the training data set. (a) Training voltage,
and (b) Training SOC.

Fig. 4.8 depicts the identified model from the training data set compared to the

simulation outputs. The voltage and SOC are generated from the training’s current

profile in Fig. 4.3a. The NRMSE of the voltage and SOC are 3.2 × 10−4 and 10−8,

respectively. The number of data points is 48000, which equals 2400 seconds with 50

ms sampling rate.

We used the US06 drive cycle current profile (Fig. 4.4) to evaluate the applicability

of the identified model. The same coefficients from training data are used to generate

the identified model. Fig. 4.9 shows the performance of the identified model for the

US06 validation data, where the NRMSE of voltage and SOC are 6.1 × 10−3 and

2.2 × 10−5. The identified model predicts the voltage and SOC simultaneously by

only using the current profile.

After training the model using the stochastic input and US06 drive cycles, we check

the model’s performance with unseen test data. Fig. 4.10 displays the robustness of
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Figure 4.9. Validating the identified model with US06 drive cycle. (a) US06 vali-
dation voltage, and (b) US06 validation SOC.

the identified model to the UDDS test data. Fig. 4.10a shows that the model can

track the voltage of the very aggressive UDDS current profile that yields NRMSE of

6.3× 10−3. Furthermore, Fig. 4.10b displays the identified model predicted the SOC

for 8450 seconds with NRMSE of 2.8× 10−3. Furthermore, we can use the identified

voltage and known input current to calculate the generated battery’s power, which is

an important parameter for electric and hybrid vehicles.

4.6 Summary

In this chapter, we presented a physics-inspired, data-driven model of LiBs using

measurable data. We estimate the voltage and SOC by using only current as an

input of the system. For generating simulation data, we used the DFN model from

the PyBaMM package with the parameter set of the 21700 cylindrical Li-ion cell

with NMC811 material. To avoid overfitting the model and balance complexity and

generalizability, we optimized the model by proposing a cost function comprising
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Figure 4.10. Testing the performance of the identified model with UDDS drive
cycle. (a) UDDS test voltage, and (b) UDDS test SOC.

training, validation data sets, and the number of parameters as a measure of the

model complexity.

The model’s working range was defined to be between 2C-rates charged to 4C-

rates discharged from 90% SOC to 40% SOC. The US06 drive cycle was used for the

validation data with the current signal higher than 3C-rates. To evaluate the model’s

performance with the unseen test, we employed the UDDS current profile with 50%

SOC variation with the aggressive electrical current profile higher than 3C-rates. The

model achieved a small error (NRMSE = 10−8) for SOC prediction of the training

data set. Similarly, the model attained NRMSE of 3.2 × 10−4 for voltage prediction

of the training data set. Additionally, the model yielded the NRMSE of 6.3 × 10−3

for both the validation and unseen test data set.

Despite its enhanced predictability and generalizability due to the physics-inspired

library and improved cost function for sparsification tuning, the model is currently
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accurate only with ideal, noise-free simulation data. Its performance degrades in real-

world scenarios, particularly due to its reliance on an accurate initial value and its

inability to update parameters based on observations.

In the next chapter, we address these challenges by augmenting the model with a

joint unscented Kalman filter (JUKF) to mitigate the effects of noise from real-world

experimental data. Furthermore, we develop a framework that allows SOC estimation

without requiring precise knowledge of the initial value. This adaptive framework will

use noisy voltage measurements to update the model parameters dynamically, ensur-

ing robustness and convergence to the correct values even under uncertain conditions.
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CHAPTER 5

AN ONLINE CO-ESTIMATION FRAMEWORK

In this chapter, we apply our proposed physics-inspired data-driven algorithm in chap-

ter 4 to create a tractable data-driven model using measurement data. Due to the

noisy nature of the measurement data, the model’s performance can be compromised,

similar to other machine learning techniques. To address this, we augment the model

with a Joint Unscented Kalman filter (JUKF) to mitigate the effect of the measure-

ment noise and enhance estimation. We develop two approaches: i) a model with

JUKF to mitigate only the noise effect, and ii) a co-estimation model that uses volt-

age dynamics as a SOC-voltage map alongside SOC dynamics to enhance estimation

and simultaneously mitigate noise.

5.1 Kalman Filter Augmentation

Here, we briefly introduce the discrete Kalman filter that forms the foundation

of the noise mitigation in 5.1.1. The algorithm uses a joint unscented Kalman filter

as discussed in 5.1.2. Then, in section 5.1.3, the joint unscented Kalman filter is

added to the discovered dynamics to correct the measured noisy voltage data. We

integrate the joint unscented Kalman filter with the tractable data-driven battery

model to utilize voltage dynamics (4.10) as a SOC-voltage map, connecting it to the

SOC dynamics (4.11) to provide a closed-loop SOC estimation framework.

5.1.1 Discrete Kalman filter

Let us consider a discrete linear model of the following form:

xk = Axk−1 + wk, (5.1)

yk = Hxk + vk, (5.2)

where xk and yk are the state and output measurements, respectively; A is a input

state matrix, and H is the output state matrix. In (5.1), wk and vk are the process
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and measurement noises, which are assumed to be Gaussian white noise, with the

covariance matrix Q and R, respectively. The Kalman filter algorithm [117] consists

of 2 steps: prediction and correction. The prediction step is given by:

x̂−
k = Ax̂k−1, (5.3)

P−
k = APk−1A

T +Q, (5.4)

where x̂k−1 and x̂−
k are the posterior and prior estimates of the states at time instant

k−1 and k, respectively. Similarly, Pk−1 and P−
k are the posterior and prior estimation

error covariance matrix.

In the correction step, we rectify equations by introducing the Kalman gain as

follows:

Kk = P−
k HT

(
HP−

k HT +R
)−1

. (5.5)

We update the posterior state estimate by using the error between the actual

output and predicted output (ŷk = Hx̂−
k ) in the following way:

x̂k = x̂−
k +Kk(yk − ŷk). (5.6)

Finally, the posterior error covariance is given by:

Pk = (I −KkH)P−
k . (5.7)

Fig. 5.1 displays the prediction and correction steps of the Kalman filter.

5.1.2 Joint unscented Kalman filter

The Kalman filter framework consists of prediction and correction steps. The

prediction step estimates the state and uncertainty of the current state based on past

observations. The correction step updates the state and uncertainty based on new ob-
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Figure 5.1. Kalman filter framework.

servations. The unscented Kalman filter (UKF) utilizes the Kalman filter framework

for nonlinear systems such as Li-ion battery dynamics instead of traditional methods

like the extended Kalman filter algorithm that linearizes the nonlinear system [118].

The discrete systems have two possible uncertainties: i) uncertainty in the sys-

tem’s parameter and ii) uncertainty in the state dynamics. Integrating the Joint UKF

(JUKF) helps address uncertainty in both the nonlinear states and parameters con-

currently, enhancing the algorithm’s robustness. Let us consider a discrete nonlinear

dynamical system with stationary dynamics for the parameter n:

n[k + 1] = n[k] + w1[k], (5.8)

x[k + 1] = f(x, w2[k];n[k]) (5.9)

y[k] = h(x[k], v[k];n[k]), (5.10)

where w1[k] and w2[k] are the process noises, which are assumed to be Gaussian white

noise, x[k] and y[k] represent the state and output in the k time step, respectively,

and v[k] is the zero mean measurement noise with covariance R. We note that the

system dynamics f and h are known.

To estimate both states and parameters simultaneously, we combine these vari-

ables into a unified joint state vector z =

[
xT nT

]T
with dimension of L. The
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state-space equations can be represented more concisely and conveniently using this

joint state vector as follows:

z[k + 1] = F (z[k]) +w[k], (5.11)

y[k] = H(z[k]) + v[k], (5.12)

where w =

[
w2

T wT
1

]T
is a vector of zero mean and covariance Q. In what follows,

we use the following notation for an arbitrary parameter (z), ẑ[k] denotes the estimate

of z[k]; ẑ−[k] denotes prior estimate of z[k]. Starting with initial values for the

augmented state, ẑ, and covariance Pz and, employing the unscented transform to

generate 2L+ 1 sigma points Xi to capture statistics of y in the following manner:

X [k − 1] =[
ẑ[k − 1] ẑ[k − 1] +

√
(L+ γ) Pz ẑ[k − 1]−

√
(L+ γ) Pz

]
, (5.13)

where γ = α2(L+κ)−L is a scaling parameter, α controls the spread of sigma points

around ẑ, and is commonly assigned to small value such as 10−3 [118]. The constant

κ is the second scaling parameter and is typically set to 3− L [119].

We generate the sigma points using the nonlinear state function in the following

manner:

X−
i [k] = F (Xi[k − 1]) (5.14)

Now, we can determine the prior estimate of the state ẑ−[k] and the corresponding

error covariance matrix P−
z [k] as follows:

ẑ−[k] =
2L∑
i=0

Wm,iX−
i [k], (5.15)

P−
z [k] =

2L∑
i=0

Wc,i

(
X−

i [k]− ẑ−[k]
) (

X−
i [k]− ẑ−[k]

)T
+Q, (5.16)
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where factors Wm,i and Wc,i serve as the weighting coefficients and are expressed as:

Wm,0 =
γ

L+ γ
, (5.17)

Wc,0 =
γ

L+ γ
+ 1− α2 + β, (5.18)

Wm,i = Wc,i =
1

2(L+ γ)
, i = 1, . . . , 2L+ 1 (5.19)

where β integrates prior information about the state distribution and optimally is 2

for Gaussian distribution [118].

The propagated sigma points (5.14) are utilized for generating the measurement

sigma points:

Y−
i [k] = H(X−

i [k]). (5.20)

Through the utilization of the weighting factor, a priory measurement estimate is

determined as follows:

ŷ−[k] =
2L∑
i=0

Wm,iY−
i [k]. (5.21)

Now, we can compute the measurement covariance Py and cross-covariance Pzy,

respectively, in the following manner:

Py[k] =
2L∑
i=0

Wc,i

(
Y−

i [k]− ŷ−[k]
) (

Y−
i [k]− ŷ−[k]

)T
+R, (5.22)

Pzy[k] =
2L∑
i=0

Wc,i

(
X−

i [k]− ẑ−[k]
) (

Y−
i [k]− ŷ−[k]

)T
, (5.23)

The Kalman gain matrix for correction is carried out as follows:

K[k] = Pzy[k]P
−1
y [k]. (5.24)
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Figure 5.2. Unscented Kalman filter block diagram.

Following the computation of the Kalman gain filter, the posterior state estimate is

determined as follows:

ẑ[k] = ẑ−[k] +K[k](y[k]− ŷ−[k]) (5.25)

Ultimately, the correction of the estimation error covariance is performed as fol-

lows:

Pz[k] = P−
z [k]−K[k]Py[k]KT [k] (5.26)

Fig. 5.2 displays the UKF framework for updating the state and correcting mea-

surement using the unscented transformation for estimating the state. Algorithm 1

presents the Unscented Kalman filter procedure.
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Algorithm 1 Unscented Kalman Filter (UKF)

Input: Initial state estimate ẑ[0], initial covariance Pz[0], process noise covariance
Q, measurement noise covariance R, nonlinear functions F (state transition) and
H (measurement), and measurements y[k]
Output: Estimated state ẑ[k], covariance Pz[k]
Initialize parameters: α, κ, β, and compute γ = α2(L+ κ)− L
for each time step k = 1, 2, . . . do

1. Generate sigma points:

X [k−1] =
[
ẑ[k − 1], ẑ[k − 1] +

√
(L+ γ)Pz[k − 1], ẑ[k − 1]−

√
(L+ γ)Pz[k − 1]

]
2. Propagate sigma points through the system model:
X−

i [k] = F (Xi[k − 1]) ∀i
3. Predict the state and covariance:
ẑ−[k] =

∑2L
i=0Wm,iX−

i [k]

P−
z [k] =

∑2L
i=0Wc,i

(
X−

i [k]− ẑ−[k]
) (

X−
i [k]− ẑ−[k]

)T
+Q

4. Propagate sigma points through the measurement model:
Y−

i [k] = H(X−
i [k])

5. Predict the measurement:
ŷ−[k] =

∑2L
i=0Wm,iY−

i [k]
6. Compute measurement covariance and cross-covariance:

Py[k] =
∑2L

i=0 Wc,i

(
Y−

i [k]− ŷ−[k]
) (

Y−
i [k]− ŷ−[k]

)T
+R

Pzy[k] =
∑2L

i=0Wc,i

(
X−

i [k]− ẑ−[k]
) (

Y−
i [k]− ŷ−[k]

)T
7. Compute Kalman gain:
K[k] = Pzy[k]P

−1
y [k]

8. Update the state estimate:
ẑ[k] = ẑ−[k] +K[k] (y[k]− ŷ−[k])
9. Update the error covariance:
Pz[k] = P−

z [k]−K[k]Py[k]KT [k]
end for

5.1.3 SOC and voltage co-estimation framework

As described previously, we aim to find the identified nonlinear tractable data-

driven model (4.10) and (4.11) with the JUKF of section 5.1.2 to ensure convergence

of SOC values in the presence of noise. Using (4.11) with the wrong initial state

leads to inaccurate predictions. Another issue with the model is the noisy voltage

data, which deteriorates the accuracy of the model. In what follows, we describe our

proposed approach to address these issues.

We treat this noise as uncertainties wV and wΞ in the discovered dynamics for

voltage (4.10) and in the sparse vector of coefficients corresponding to the voltage
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dynamics, respectively. In contrast, the SOC is not readily measurable. Therefore,

the estimated SOC can be inaccurate and needs to be constantly updated, and this

inaccuracy will introduce uncertainty wS to SOC dynamics (4.11). To address these,

we incorporate the JUKF into our model to mitigate the effect of noise from measured

voltage data and converge the estimated SOC with inaccurate initial conditions to its

actual value. Fig. 5.3 displays the proposed model with JUKF where V̂ and ŜOC are

the predicted output. The nonlinear tractable data-driven model with uncertainty is

formulated as follows:

Ξr,1[k + 1] = Ξr,1[k] + wΞ[k], (5.27)

V [k + 1] = θr,1[k]Ξr,1[k] + wV [k], (5.28)

SOC[k + 1] = θr,2[k]Ξr,2[k] + wS[k], (5.29)

Vo[k] = V [k] + vV [k], (5.30)

where Ξr,1 and Ξr,2 are the nonzero terms of the sparse vector of coefficients for voltage

Ξ1 and SOC Ξ2, respectively. Additionally, θr,1[k] and θr,2[k] refer to the terms in the

kth row of Θ(V, SOC, I) corresponding to the Ξr,1 and Ξr,2, respectively; v[k] is the

measurement noise, and Vo is the noisy measured voltage.

Figure 5.3. Block diagram of the augmented battery model with JUKF.
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Noise Mitigation

For noise mitigation, we assume the process noise wS in SOC dynamics is zero,

and the initial value of the SOC is known. Therefore, the JUKF only corrects the

voltage data, and refined voltage data is used for the SOC dynamics. We concatenate

the states V and Ξr,1 into a single joint state vector, z =

[
V Ξr,1

]T
to refine the

voltage data.

Co-estimation Framework

Similar to section 5.1.2, V and SOC in (5.28) and (5.29) are the states x in (5.9),

Ξr,1 is the parameters in (5.8), and Vo is the output in (5.10). Hence, we introduce the

augmented state z =

[
V SOC Ξr,1

]T
for utilization in the JUKF, and measured

voltage data Vo serves as the model output. The JUKF updates the state z to estimate

the nonzero sparse coefficients for voltage, SOC dynamics, and voltage dynamics

based on the measured voltage data. Consequently, the estimated SOC with an

incorrect initial value converges to the estimated SOC with the correct initial value.

Simultaneously, the voltage data is refined by mitigating the effect of measurement

noise. Although, in practical applications, the electrical current is noisy too, our

calculations account for this by considering the effect of electrical current noise as

process noise. Therefore, the voltage dynamics is used as the SOC-voltage map, and

refining voltage data and its parameter, Ξr,1 leads to correcting the SOC-voltage map

operando, contributing to the convergence of the estimated SOC to its actual value

by connecting it to the SOC dynamics.

5.1.4 Simulation Results on Noise Mitigation

We used the same simulation data from section 4.5 to evaluate the performance

of the model in noise mitigation.
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The Gaussian noise with a mean magnitude equal to 5% of the voltage’s variance

is added to the voltage data in all simulations. The process noise covariance matrix

Q and measurement noise covariance R should be chosen appropriately. Although

the measurement noise covariance can be estimated based on the sensor, assigning

the process noise covariance is challenging. To exclude dissimilarity in the scales of

the library elements, we normalize all the library terms by dividing each element

by the absolute maximum of the corresponding column in the library. Furthermore,

the identified model reverted to its original coordinates to avoid having non-physical

errors in the prediction.

Fig. 5.4 shows the span of the noisy training data. The current is uniformly

distributed to capture the possible values of the voltage and SOC in the operating

range of the battery.
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Figure 5.4. Noisy training data span.

Due to the noise, we retrain the model using the noisy stochastic training data and

noisy US06 validation data. Table 5.1 presents the optimal values of the sparsification

parameters.
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Table 5.1. Model parameters for identification.

Parameters Voltage SOC

ξth 0.0909 5.7362× 10−6

λ 0.0051 1.0826× 10−5

Number of active terms 15 29
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Figure 5.5. Performance of the identified model on the training data set. (a)
Training voltage with noise, and (b) Training SOC.

Fig. 5.5 shows the plot of the model for the training data set. The model achieved

the voltage and SOC NRMSE values of 10−3 and 1.0077 × 10−7, respectively. Note

that the NRMSE of the generated model with noisy data is higher than that of the

model without noisy data, as presented in Section 4.5. The error is approximately 10

times larger, highlighting the impact of noise on the model’s performance.

Here, we evaluate the model’s performance on the validation data. The model is

identified with the training data and predicts the voltage and SOC concurrently by

only using the current profile. The model is identified in noisy voltage data, and we
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Figure 5.6. Model validation results on noisy US06 cycles. (a) Zoomed view of
US06 voltage, and (b) US06 SOC.

remove the effect of the noise by updating the sparse vector of coefficients for voltage

as described in section 5.1.3. Finally, the data-driven model utilizes the updated

voltage for SOC estimation. Fig. 5.6 illustrates the accuracy of the identified model

with and without the Kalman filter. The NRMSE of 1.1 × 10−3 and 5.0963 × 10−5

were achieved for voltage and SOC prediction with the unscented Kalman filter,

respectively.

Finally, we utilize test data to check the generalizability of the identified model.

Fig. 5.7 displays the identified model compared to the UDDS test data. The model

with filter can track the noisy voltage and SOC where the NRMSE are 9.0568× 10−4

and 1.1585 × 10−4, respectively. The model is general and can track the output of

the aggressive current profile higher than 3C-rates with noisy data. In addition, we

evaluate the model’s performance on the UDDS test data using only an unscented

Kalman filter (without updating the coefficients) and without any Kalman filter.
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Figure 5.7. Model test results on the unseen noisy UDDS cycles. (a) Zoomed view
of UDDS voltage, and (b) UDDS SOC.

The model achieves an NRMSE of 2.3×10−3 and 10−2, respectively, for voltage data,

both of which are higher than the NRMSE achieved using the JUKF. These results

highlight the critical role of the Kalman filter and coefficient updates in mitigating

noise effects.

5.2 Summary

In this chapter, we augment the physics-inspired data-driven algorithm introduced

in Chapter 4 to develop a tractable data-driven model for battery dynamics using

noisy data. Similar to other machine learning models, the model’s accuracy can be

compromised due to the noise. To address this issue, we integrate a JUKF into the

model to mitigate the effect of measurement noise and improve state estimation. We

propose two approaches: the first only addresses noise reduction from voltage data,

while the second introduces a co-estimation framework that updates both voltage and
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SOC dynamics, enhancing estimation performance in uncertainties, such as unknown

initial conditions.

The discrete Kalman filter is introduced to provide the foundation, followed by the

development of the JUKF, which is applied to nonlinear systems like Li-ion batteries.

The JUKF is augmented into our model to estimate both the states and system

parameters simultaneously, providing a robust solution for managing uncertainties in

the system.

We also introduce a co-estimation framework that utilizes voltage dynamics as a

SOC-voltage map, enabling simultaneous estimation of SOC and mitigation of noisy

voltage data. This framework helps ensure accurate SOC estimation even with un-

known initial conditions. The proposed model with JUKF is then demonstrated to

enhance prediction accuracy in noise mitigation from noisy simulated data. The

model yielded training and validation errors less than 1.1 × 10−3 and 5.1 × 10−5 for

voltage and SOC prediction. We evaluated the model generalizability with the unseen

6.2 drive cycles UDDS test data, where NRMSE of 9.0568 × 10−4 was obtained for

prediction.
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CHAPTER 6

EXPERIMENTS

This section explains the experiment procedure, the battery material, and the data

collection and analysis. The experimental data are used to build the tractable data-

driven model.

6.1 Battery cell and test procedure

The quality and accuracy of the identified model depend on several parameters,

including the dataset used for the identification process. The data should be rich

enough to be distributed over the entire design space. We designed electrical current

profiles to capture battery behavior in the expected operating range. The experiments

were conducted on a 21700 cylindrical Li-ion cell with graphite anode and NMC811

(Nickel-Manganese-Cobalt) cathode with the main characteristics listed in Table 6.1.

The cell has a nominal capacity of 4.8 Ah. The charge and discharge cutoff voltages

were 4.2 V and 2.5 V, respectively. The maximum continuous charging current is

1.44 A (0.3 C) with the 50 mA charge cutoff current.

All experiments were conducted using the MACCOR 4200 as illustrated in Fig. 6.1.

The Model 4200 allows for configuration with multiple current range channels, cov-

ering up to 200 A, with an accuracy of ±30 ηA for each channel. These channels

Table 6.1. NMC811 cell characteristics.

Parameters Value

Manufacturer LG Chem
Cathode material LiNi0.8Mn0.1Co0.1O2

Anode material Graphite
Nominal capacity 4.8 Ah
Nominal voltage 3.6 V
Charging/discharging cut-off voltage 4.2 V/2.5 V
Charging/discharging current 1.44 A/4.8 A
Cut-off current 50 mA
Charge/discharge operating temperature 0 to 45°C/-20 to 55°C
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Figure 6.1. Maccor model 4200 and thermal chamber.

Figure 6.2. Cylindrical cell holder.

can also be set up for voltage ranges of -2 V to 8 V or 0 V to 5 V as standard. The

accuracy of measured current and voltage on these channels is ±0.02% of the Full

Scale Range (FSR). Electrical current serves as the input to the battery tester, while

voltage, temperature, and battery capacity are the measurable outputs.

The cell is placed in the programmable Thermal Test Chamber MSK-TE906-

80L, which has an 80-liter capacity (see Fig. 6.1). The chamber features a pro-

grammable working temperature ranging from -70°C to 150°C with the maximum

rate of ±5°C/min and temperature accuracy of ±1°C. Fig 6.2 shows a double self-

locking aluminum alloy CNC four-wire battery holder fixture, which is used to hold

the battery and connect it to the MACCOR battery cycler.
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Figure 6.3. Electrical current profile for CCCV charge method.

In the experiment, we cycle the battery 3 times with the CCCV method. The

CCCV charge method starts with a constant current, and when the battery reaches

its cut-off voltage, the charging current drops to keep the battery’s voltage constant.

The charging current keeps coming down until it reaches the cut-off (end condition)

value. The same procedure happens for the CCCV discharge method.

According to the cell’s specification, the capacity of the cell is 4.8 Ah. The max-

imum constant current for the charge is 0.3 C rates, which is 1.44 A. The cut-off

voltage is 4.2 V, and the cut-off current is 50 mA. Fig. 6.3 displays the CCCV charge

profile for the cell. The constant current 1.44 A is employed to the battery until it

reaches the 4.2 V cut-off voltage and drops until it reaches the 50 mA. At that point,

we can state that the battery is fully charged. Fig. 6.4 illustrates the voltage response

of the corresponding CCCV curves. When the battery reaches 4.2 V, there is no in-

crease in the voltage, and the battery stays at 4.2 V. For discharge, the maximum

constant current is 14.4 A (3 C rates). The cut-off voltage is 2.5 V, and the end of the

discharge current is the same as a charge current (50 mA). To avoid damaging the

cell, the battery’s voltage does not exceed 4.25 V for charge and does not fall behind

2 V for discharge.
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Figure 6.4. CCCV charge voltage response.

All the experiments were performed at 10°C, 25°C, and 40°C in a thermal test

chamber. The experiments were performed on a fresh cell. We charge and discharge

the cell with the CCCV method with a 0.3 C-rate to a maximum voltage of 4.2 V and

a discharge rate of 1 C to a minimum voltage of 2.5 V. The CCCV charging method

begins with a constant current. Once the battery reaches its cut-off voltage, the

charging current decreases to maintain a constant voltage. The current continues to

decrease until it reaches the specified cut-off (end condition) value. A similar process

occurs during the CCCV discharge method. Fig. 6.3 displays the CCCV electrical

current charge profile for the cell, and Fig. 6.4 illustrates the voltage response of the

corresponding CCCV method. The cell underwent 15 charge-discharge cycles before

the modeling experiments. In what follows, we explain the experiments to collect

data for modeling.

6.1.1 Drive Cycles

In this section, we explain the drive cycles used in this study for training, valida-

tion, and testing of the models.

The first cycle is an equivalent current profile of the aggressive US-highway (US06)

driving cycle [116, 120] used for validation studies. The US06 drive cycle simulates

the condition of driving an electric vehicle at high speed and aggressively. Figure 6.5
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Figure 6.5. The US06 driving schedule.

0 100 200 300 400 500 600
Time [s]

-10

-5

0

5

C
ur

re
nt

 [A
]

Figure 6.6. Current profile based on the US06 drive cycle.

illustrates the velocity profile of the US06 drive cycle [120], characterized by periods of

high acceleration and deceleration. The corresponding electrical current profile [116],

derived from the US06 velocity data, was used to generate the validation dataset, as

shown in Fig. 6.6.

The second profile is the equivalent current of the standard city drive cycle, or

UDDS (Urban Dynamometer Driving Schedule) [116,120]. Fig. 6.7 shows the UDDS

driving profile [120], and Fig. 6.8 shows the current profile derived from the UDDS

cycle. This current profile was used for model evaluations (test data).

The last cycle is a customized drive cycle generated using random inputs. The

upper bound and lower bound of these inputs were defined as the maximum and

minimum electrical currents of the last two profiles (US06 and UDDS). Therefore, we

set the limits to 5 A and 8.5 A for charge and discharge. The random signals were



82

Figure 6.7. The UDDS profile.
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Figure 6.8. Current profile based on the UDDS drive cycle.

generated from a uniform distribution of these limits at each sampling time to cover

the span of the design space. This dataset was used to train the models.

The current profiles were applied to the fully charged cell after resting in the

thermal chamber for 2 hours. The sampling time was 50 ms for more accurate mod-

eling [115]. We repeated the drive cycle profiles for validation and test data until the

voltage reached 2.5 V. Then, the cell was fully discharged with the constant voltage

(CV) for a more accurate depth of discharge (DoD) estimation. All experiments were

repeated to ensure the repeatability of the data. A summary of the experiments is

shown in Fig. 6.9

6.2 SOC calculation method

The SOC of commercial cells cannot be measured directly; however, we can use

charge and discharge capacities and the initial value of the SOC from the experi-
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Figure 6.9. The procedure of the experiment.
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ment to estimate the SOC. We estimated the SOC through enhanced coulomb count-

ing (4.19) and used it as the reference SOC. To access the SOC’s initial value, we fully

discharged the battery (0% SOC) and then fully charged the battery; therefore, the

initial value of the SOC for the experiment was considered 100%. We calculated the

coulomb efficacy ηc offline by using the ratio of the battery’s capacity at full charge

and discharge. The discharge capacity of the battery is measured after completing the

cycles (e.g., training data cycles); therefore, this method is not suitable for real-time

SOC estimation.

6.3 Experimental results

Here, we present the experimental results on a 21700 cylindrical cell with material

NMC811. Fig. 6.10 displays the custom, US06, and UDDS current profiles, measured

voltage, temperature, and capacity for generating data, followed by charging and

rest time at 10°C. Similarly, Fig. 6.11 and Fig. 6.12 display the collected data for

constructing the model at 25°C and 40°C, respectively.

Now, we provide a detailed view of the experimental data, particularly for de-

veloping a model at 25°C. Fig. 6.13a shows the custom electrical current profile and

voltage measurement applied to the cell. The current ranged from -8.2 A (discharge)

to 4.6 A (Charge/ regenerative). The cell started at 100% SOC with a voltage of

4.2 V. As shown in the figure, after reaching the minimum voltage of 2.5 V (at about

9820 seconds), the battery was discharged using the CV method to a fully discharged

state (50 mA cutoff current). A similar procedure was followed for the other current

profiles. Fig. 6.13b shows the US06 current profile and voltage measurement. We

repeated US06 until we reached the minimum voltage. Fig. 6.13c shows the UDDS

current profile and measured voltage. The current profile was repeated until the cell

reached its minimum voltage, followed by a CV, as shown in the figure.

Fig. 6.14 shows the span of the measured training data, which defines our design

space. The current is uniformly distributed to capture the possible values of the
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Figure 6.10. Collected experimental data at 10°C. (a) electrical current, (b) voltage,
(c) temperature, and (d) cell capacity.

voltage and SOC in the operating range of the battery. The identified model should

be valid for any point within this region.
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Figure 6.11. Collected experimental data at 25°C. (a) electrical current, (b) voltage,
(c) temperature, and (d) cell capacity.

6.4 Summary

This chapter outlined the experimental setup conducted on an NMC811 Li-ion cell.

We provided a detailed description of the cell’s chemical composition and electrical
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Figure 6.12. Collected experimental data at 40°C. (a) electrical current, (b) voltage,
(c) temperature, and (d) cell capacity.

specifications, along with an overview of the MACCOR 4200 battery tester and the

MSK-TE906-80L thermal chamber used to control testing conditions.

The experimental procedure for battery cycling was explained, with distinct datasets

collected for model training, validation, and testing. A stochastic custom current pro-



88

0 2000 4000 6000 8000 10000

Time [s]

-10

-5

0

5

C
u
rr

en
t 

[A
]

2

3

4

V
o

lt
ag

e 
[V

]

Current

Voltage

(a)

0 0.5 1 1.5 2

Time [s] 10
4

-10

-5

0

5

C
u

rr
en

t 
[A

]

2

3

4

V
o

lt
ag

e 
[V

]

Current

Voltage

(b)

0 0.5 1 1.5 2 2.5

Time [s] 10
4

-10

-5

0

5

C
u

rr
en

t 
[A

]

2

3

4

V
o

lt
ag

e 
[V

]

Current

Voltage

(c)

Figure 6.13. Collected experimental data. (a) Custom input followed by CV, (b)
US06 input followed by CV, and (c) UDDS input followed by CV.

file, representing aggressive driving conditions, was used for training. The highway

driving profile was applied for validation, and the urban driving schedule served as

test data, allowing for a comprehensive evaluation of the model across real-world sce-

narios. Experiments were conducted under a range of thermal conditions: 25°C as

the baseline, 10°C to represent cold conditions, and 40°C for hot environments.

The design space of the data-driven model, which spans the full operational range

of the cell, was established to ensure coverage of all possible data points within the

cell’s operating limits. The SOC was estimated using enhanced coulomb counting,

with the initial SOC set to 100% after a full charge cycle. This comprehensive dataset
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Figure 6.14. Design space of the model.

provides the foundation for accurate model development, covering the entire voltage

and SOC ranges to support robust SOC estimation and model validation.
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CHAPTER 7

RESULTS AND DISCUSSION

In this chapter, we present the results of applying our proposed physics-inspired, data-

driven model enhanced with a joint unscented Kalman filter. The process begins by

optimizing the model’s sparsification parameters using the novel cost function with

experimental data. Next, we assess the model’s performance in mitigating noise from

measured voltage data and improving SOC estimation accuracy. We also explore the

model’s adaptability to various operating conditions.

We then demonstrate the effectiveness of the co-estimation framework, which al-

lows the model to adapt its parameters under noisy and uncertain conditions online,

even when the initial state is unknown. Lastly, we showcase the model’s robustness

and accuracy across different operating environments by refining its coefficients. Note

that since we are using experimental data across the entire battery range, RMSE was

used instead of NRMSE, as the latter becomes very large in the low SOC region. The

following sections provide a detailed analysis of the specific results and performance

of the proposed model.

7.1 Sparsification Parameters Optimization Results

In this section, we use the experimental data to find a nonlinear tractable data-

driven model of LiBs. As discussed in section 4.1.2, the primary step after selecting

the library is optimizing the hyperparameters (threshold ξth and regularization λ),

which is achieved by minimizing (4.8).

For both SOC and voltage, we select ρ1 = ρ2 = 100 and ρ3 = 0.1. Training and

validation RMSE are equally weighted to ensure a balanced model performance on

both data sets. In addition, we adjust the weights to account for the scale difference

between the RMSE and sparsity components. As a result, we can create a novel

evaluation metric that effectively considers both accuracy and sparsity.
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Table 7.1. Optimal hyperparameters λ, ξth, and model’s number of terms.

Parameters SOC Voltage

λ 2.40× 10−7 5.74× 10−6

ξth 9.24× 10−4 1.17× 10−2

Sparsity 9 9

Following the steps shown in Fig. 4.1, we conduct STRidge regression on the

training data to find a set of models. Each model is generated using a pair of

sparsification parameters λ and ξth in an extended range of parameter space (e.g.,

λ, ξth ∈ [10−8, 1]). Subsequently, we assess each model’s performance by evaluating

the error of the training data by cross-validation (using only the initial value to predict

the time series data) and validation data error. We calculate the cost function (4.8)

for each model using both the cross-validation and validation error, along with the

number of nonzero terms in each model’s sparse vector of coefficients. Finally, the

sparsification parameter pair that results in the lowest cost is selected as the optimal

sparsification parameter set, and we use it in STRidge regression to identify the active

terms and their coefficients from the training data.

Fig. 7.1a displays the cost function value versus the number of active (nonzero)

terms in the SOC sparse coefficients, assuming voltage data is known. We note that

while different values of the hyperparameters can result in the same number of terms,

we present only the set with the minimum cost (4.8) for each number of terms in the

figure. Assuming the SOC data is known, we identify the optimal hyperparameters

for voltage prediction. The corresponding voltage prediction cost of the identified

model with respect to the number of nonzero terms is shown in Fig. 7.1b.

Table 7.1 shows the optimal values of the hyperparameters λ, ξth, and sparsity for

the selected model. Among 32 functions in the library, the sparse model requires 9

functions to estimate SOC and voltage.
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Figure 7.1. Cost function as a function of model complexity (Number of Terms).
(a) SOC dynamic with the minimum cost with 9 terms. (b) Voltage dynamic with
the minimum cost with 9 terms.

Small values of λ and ξth yield the sparse model incorporating additional terms

that result in diminishing returns. Adding more terms does not necessarily result in

a better model, as it may overfit the training data. While more terms may lead to

lower RMSE of the training data, the resulting model degrades the validation error.

Usually, these terms are unnecessary and provide a model that is not general and has a

significant error for unseen data. Additionally, using only RMSE can provide us with

an accurate model which is not sparse. For voltage prediction, utilizing 15 terms offers

the lowest validation RMSE of 0.0078; however, many are unnecessary, and adding

them increases the model complexity. Instead, we select 9 terms with a validation

RMSE of 0.0086 using our proposed cost function. Fig. 7.2a and Fig. 7.2b display the

SOC and voltage prediction of the training data. This approach allows for creating

an accurate tractable data-driven model while avoiding overfitting by including only
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Figure 7.2. Model performance on the training data. (a) SOC dynamics. (b)
Voltage dynamics.

active functions. We evaluate the model’s performance with validation and test data

sets to ensure the model is generalizable to new data.

7.2 Model in The Presence of Noise

Here, we show the result of using a JUKF (section 5.1.2) in improving the perfor-

mance of the nonlinear model subject to the noisy voltage measurement. We mitigate

the noise from voltage data with suitable Q for validation and test data sets, while the

measurement noise covariance R is computed based on the covariance of the training

voltage measurements.

Fig. 7.3 illustrates the model predictions on the validation data, where the model

achieves an RMSE of 0.0099 for SOC prediction. After calculating the sparse vector of

coefficients Ξ1 and Ξ2 with training data, the identified model predicted voltage and

SOC concurrently using the input current profile. We employed the JUKF to rectify
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Figure 7.3. Model validation results on US06 drive cycles. (a) US06 SOC. (b) US06
voltage.

the measured voltage data and use the corrected value to predict SOC, reducing the

RMSE from 0.0713 to 0.0099 for SOC prediction. The model shows high accuracy in

correcting voltage with improvement in RMSE from 0.0579 V to 0.0008 V.

Next, we compare our data-driven model to an established and commonly used

method, ECM with EKF. We tuned ECM parameters using stochastic training data.

Similar to our method, we used the validation data’s current, voltage, and initial

value of SOC to predict the time series SOC data and correct the measured voltage

data. Fig. 7.3a illustrates the superior performance of the proposed approach (RMSE:

0.0099) compared to the ECM with EKF (RMSE: 0.0629). Moreover, ECM with

EKF corrected the voltage data with an RMSE of 0.0155, significantly higher than

our proposed model’s RMSE of 0.0008. Therefore, the proposed modeling approach

is a more effective and accurate alternative approach for SOC prediction and voltage

correction.
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Table 7.2. Identified voltage model and updated coefficients with JUKF.

Terms Initial After JUKF

V 0.9474 0.9416
SOC -0.0819 -0.0791
I 0.0677 0.0668∫
I -0.0675 -0.0658

SOC2 -0.1146 -0.1081
exp (V ) -0.0906 -0.0918

exp (SOC) 0.2292 0.2373
cos (SOC) -0.0516 -0.0437
sinh (V ) 0.0952 0.0873

Table 7.2 displays the identified functions with their coefficients from the training

data and the updated coefficients obtained using JUKF for voltage dynamics in the

US06 dataset. The parameters were slightly adjusted to refine the noisy voltage data.

To verify the generalizability of the identified model, we utilize test data. Fig. 7.4

shows the results of the identified models on the unseen UDDS test data, which was

applied to the cell for approximately 7.5 hours. The RMSE of the SOC prediction

with JUKF is 0.0126, which shows the accuracy of the prediction in unseen scenarios.

Furthermore, the model achieved an RMSE of 0.0006 V for correcting the voltage.

The model’s ability to accurately predict the voltage and SOC on unseen test data

demonstrates its robustness and practical applicability.

The model’s RMSE on the highway (US06) and urban (UDDS) driving scenar-

ios demonstrate that the model is suitable for real-world driving situations. The

model also calculates the battery’s power, a critical parameter for electric and hybrid

vehicles, by combining the estimated/corrected voltage and electrical current.

7.2.1 Noise mitigation evaluation on different operating conditions

To verify the model’s accuracy, we conducted the same experiments outlined in

section 6.1 at 40°C. We used the governing equation (9 terms for both voltage and
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Figure 7.4. Model test results on the unseen UDDS drive cycles. (a) UDDS SOC.
(b) UDDS voltage.

SOC according to Fig. 7.1) identified from 25°C data and updated their coefficients

using the training data at 40°C. We achieved an RMSE of 0.0021 and 0.0088 for

voltage and SOC prediction from the training data, respectively. Similarly, we evalu-

ated the model’s performance on the US06 data as indicated in Fig. 7.5. The model

was augmented with JUKF to correct voltage data, resulting in RMSE of 0.0006 and

RMSE of 0.015 for SOC prediction. Finally, we evaluated the model with JUKF

performance on the UDDS data to ensure its generalizability and robustness. We

utilized the same coefficients obtained from the 40°C training data and achieved an

RMSE of 0.0165 for SOC prediction and an RMSE of 0.0005 for correcting voltage

data. Therefore, we discovered the active functions using our proposed cost func-

tion (4.8) from training and validation data at 25°C. We updated the coefficients

corresponding to the discovered active functions using the stochastic training data at

40°C and confirmed the model’s accuracy by achieving an RMSE of 0.015 for US06
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Figure 7.5. Model results on US06 drive cycles at 40°C. (a) US06 SOC. (b) US06
voltage.

SOC prediction. The results show that the model was able to generalize well and

capture the underlying dynamics of the system under different operating conditions.

Hence, we can implement the proposed method to construct tractable data-driven

models for other LiBs to predict voltage and SOC. It is worth reiterating that the

model needs remarkably less data than other machine learning techniques, and it

helps us train the model quickly. In addition, reformulating the cost function in

the SINDy algorithm for tuning sparsification parameters helps us select a robust

and generalizable model with high accuracy in unseen data and different operating

conditions. The traditional SINDy cost function, AIC-inspired, utilizes the error of

the training data and the number of active terms, resulting in a model with only one

term for SOC predictions. The model identified with the AIC-inspired cost function

has only one term (Integral of current from enhanced coulomb counting); however,
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it performs poorly in US06 and UDDS current profiles. Therefore, the proposed cost

function, which includes the error of training and validation data sets, as well as the

number of active terms, is necessary to attain a more accurate model.

We note that while the procedure to discover the library terms can be considered

mostly an offline calculation, the coefficients can be adjusted in real-time, allowing

the model to adapt to changes in the operating environment and aging of the cell.

7.3 SOC Estimation and Voltage Correction Results

This section evaluates the proposed co-estimation algorithm on the validation and

test data.

Fig. 7.6a illustrates the SOC estimation for the validation data. The identified

model simultaneously estimates the SOC and voltage using the electrical current

profile. The initial value of the SOC is set at 1 (fully charged). However, we use 0.8

SOC (20% uncertainty) as the initial value for SOC estimation. The figure shows that

the algorithm adjusted the voltage signal to account for the measurement noise. Also,

the SOC converges with its true value. We note that the SOC correction happens at

every step, and once the SOC reaches its true value, the algorithm does not adjust

it anymore. The model with JUKF outperforms the original model as it updates the

parameters and states using the measured voltage data information.

As a next step, we compared our method with a commonly used technique: ECM

with EKF. We tuned the ECM parameters using our training data and the EKF

parameters using the validation data. We then tested our model on the unseen test

data and compared the results with those of the ECM with EKF. Fig. 7.6b displays

the SOC estimation error for the validation data. The proposed model converges

toward the actual SOC compared to the ECM with EKF, showcasing the robustness

of our proposed approach, particularly at low SOC levels. The SOC validation RMSE

of the model after convergence is 0.0102, highlighting its high accuracy. The results

showed that our method significantly outperformed the ECM with EKF.
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Figure 7.6. SOC validation results on US06 drive cycles. (a) SOC estimation result.
(b) SOC error curve.
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Figure 7.7. Voltage validation results on US06 drive cycles.

Fig. 7.7 presents the voltage correction result under the US06 validation data.

The JUKF effectively handles model uncertainties, achieving an RMSE of 0.0008 V.

As can be observed, the uncertainty in SOC does not affect the performance of the

proposed model for correcting the voltage data, which is used as a SOC-voltage map.

The model’s performance was further tested on the unseen UDDS test data set.

Fig. 7.8 and Fig. 7.9 display the SOC estimation and voltage correction results, re-
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Figure 7.8. SOC results on UDDS test started with a 20% initial SOC error. (a)
SOC estimation result. (b) SOC error curve.

spectively. Similar to the validation dataset, we considered 20% uncertainty in the

SOC initial value. As shown in Fig. 7.8b, the proposed model converges to the actual

SOC. However, the ECM with EKF converges slowly and tends to diverge around

50% SOC, maintaining a stable overall error. In addition, the model has an RMSE

of 0.0130 after convergence, highlighting the model’s generalizability in unseen sce-

narios. Furthermore, the model achieves an RMSE of 0.0006 V for correcting UDDS

voltage data, demonstrating high accuracy for refining the SOC-voltage map during

operation.

The RMSE and mean absolute error (MAE) for SOC prediction after convergence

and voltage correction for US06 validation and UDDS test data are given in Table. 7.3.

We used the Maccor model 4200 battery tester with a ±0.02% full-scale range (FSR)

voltage accuracy. Hence, the experiment’s voltage measurement accuracy is approxi-

mately ±0.0004 V, in close agreement with the achieved MAE from our model. The
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Figure 7.9. Voltage results on UDDS test data.

Table 7.3. SOC estimation after convergence and voltage correction results.

RMSE MAE

US06
SOC 0.0102 0.0085

Voltage 0.0008 V 0.0005 V

UDDS
SOC 0.0130 0.0108

Voltage 0.0006 V 0.0004 V

results indicated that the discovered governing equations are robust and can be used

confidently.

7.3.1 Evaluation on Different Temperature States

Here, we evaluate the performance of our model under varying operating condi-

tions. The experiments described in section 6.1 were repeated at temperatures of

10°C and 40°C to verify the model’s accuracy. The model identified at 25°C is used

as the baseline, meaning we only update the coefficients of the governing equations,

which contain 9 terms each for both voltage and SOC, as shown in Fig. 7.1. In this

scenario, the coefficients are updated using the least squares error method rather than

STRidge since the governing equation is already known from the 25°C data.

At 10°C, the model achieved an RMSE of 0.0062V for voltage prediction and

0.0061 for SOC prediction using the training data. Additionally, when tested with a

20% error in the initial SOC value, the model attained an RMSE of 0.0283 for SOC



103

0 5000 10000 15000
Time [s]

0

0.5

1

SO
C

 [-
] Measured

Proposed

(a)

0 5000 10000 15000
Time [s]

3

3.5

4

V
ol

ta
ge

 [V
]

Measured
Proposed

(b)

Figure 7.10. Model results on US06 at 10°C. (a) SOC estimation. (b) Voltage
correction.

estimation after convergence and an RMSE of 0.0026 V for voltage correction during

the US06 drive cycle, as shown in Fig. 7.10.

Finally, we evaluated the model’s performance using UDDS data, starting with

an 80% initial SOC (representing a 20% error). The model successfully converged to

the actual SOC value with an RMSE of 0.0325 after convergence and an RMSE of

0.0019 V for voltage correction, as shown in Fig. 7.11. It is worth noting that at lower

temperatures, the battery’s internal resistance increases. To prevent the voltage from

exceeding the cell limit, we reduced the charging current (regenerative) at the start

of the cycles.

A similar approach was followed for 40°C, where cross-validation on the training

data yielded an RMSE of 0.0083 for SOC prediction and 0.0021 V for voltage predic-

tion when adjusting the coefficients. For the US06 drive cycle, as shown in Fig, 7.12a,

the SOC with a 20% initial error converged to its true value with an RMSE of 0.0144
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Figure 7.11. Model results on UDDS at 10°C. (a) SOC estimation. (b) Voltage
correction.

after convergence. Fig. 7.12b displays that the JUKF effectively mitigated the impact

of measurement noise, achieving an RMSE of 0.0006 V for the voltage data.

Fig.7.13a shows the model’s accuracy in correcting the SOC with a 20% initial

error for UDDS data, resulting in an RMSE of 0.0158 after convergence. Furthermore,

Fig.7.13b illustrates the robustness of JUKF in handling noise, achieving an RMSE

of 0.0005 V in voltage correction.

These results demonstrate the model’s generalizability and applicability across

different operating conditions. Only the coefficients of the governing equation identi-

fied at 25°C were updated using training data at different temperatures, proving that

the underlying dynamics were correctly captured at 25°C. This same methodology

can be extended to other temperatures or battery health states.

Table 7.4 shows the identified functions with their coefficients for both voltage

and SOC dynamics at 10°C, 25°C, and 40°C. The coefficients for 10°C and 40°C were
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Figure 7.12. Model results on US06 at 40°C. (a) SOC estimation. (b) Voltage
correction.

retrained using the identified functions at 25°C with our proposed multi-objective

cost function.

Fig. 7.14 and Fig. 7.15 present the sparse vector of coefficients for all temper-

atures, normalized to the coefficients at 25°C. These figures illustrate the trend of

the coefficients across different temperatures for the voltage and SOC models, re-

spectively. Voltage dynamics are primarily influenced by the term V , as voltage in

discrete dynamics largely depends on its previous value and a few additional terms.

Similarly, in SOC dynamics, the value of SOC is highly dependent on its previous

value. Terms like exp (V ) show the exponential dependence of voltage on charge

transfer, while cos (SOC) reflects the periodic behavior related to Li-ion concentra-

tion variations in the battery. Hyperbolic terms such as sinh (V ) capture the influence

of Li-ion intercalation in the Butler-Volmer equation.
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Figure 7.13. Model results on UDDS at 40°C. (a) SOC estimation. (b) Voltage
correction.

Furthermore, Fig. 7.16 and Fig. 7.17 display the value of each term (function with

their coefficients) during CCCV charge method at all temperatures, for voltage and

SOC model, respectively, which illustrate V and SOC terms are primarily governed

by the battery’s state and are less sensitive to temperature changes. A reduction in

the absolute values of trigonometric, exponential, and hyperbolic terms in voltage

dynamics with increasing temperature indicates the temperature dependence of the

diffusion process and Li-ion intercalation. For voltage dynamics, the State of Charge

(SOC) plays a crucial role, as SOC is a function of the solid concentration, which

significantly impacts the terminal voltage, as shown in Fig.7.16. Similarly, voltage

affects SOC, as illustrated in Fig.7.17. These figures indicate that both terms are

influenced by temperature, while the hyperbolic terms in the SOC model remain

relatively independent of temperature. The hyperbolic term is associated with the

charge transfer process, which primarily affects the terminal voltage.
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Table 7.4. Identified SOC and voltage dynamics at 10°C, 25°C, and 40°C.

SOC Voltage

Terms 10°C 25°C 40°C Terms 10°C 25°C 40°C

V 0.0234 0.0204 0.0162 V 0.9083 0.9620 0.9653
SOC 1.0216 1.0235 1.0261 SOC -0.2457 -0.0819 -0.0730
V 2 0.00110 -0.0012 -0.0067 I 0.0961 0.0704 0.0636

SOC2 0.0399 0.0420 0.0473
∫
I -1.9159 -1.4056 -1.2699

exp (V ) 0.0214 0.0207 0.0222 SOC2 -0.3418 -0.1146 -0.1023
exp (SOC) -0.0366 -0.0994 -0.0416 exp (V ) -0.1107 -0.0338 -0.0294
cos (SOC) 0.0175 0.0173 0.0196 exp (SOC) 0.2523 0.0843 0.0751
sinh (V ) -0.0542 -0.0479 -0.0407 cos (SOC) -0.1554 -0.0523 -0.0468

sinh (SOC) 0.0132 0.0124 0.0148 sinh (V ) 0.2502 0.0827 0.0728
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Figure 7.14. Trend of the normalized sparse vector of coefficients for voltage model.

7.4 Performance and Computational Cost Analysis

In this section, we compare our proposed physics-inspired model with the stan-

dard sparse identification method (SINDy). In the SINDy algorithm, we utilized a

polynomial library with terms up to the third order and selected optimal sparsifica-

tion parameters (λ and ξth) using an AIC-inspired cost function. Table 7.5 presents

the results of the basic SINDy method alongside our proposed algorithm, which we

have named Augmented SINDy (ASINDy).
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Figure 7.15. Trend of the normalized sparse vector of coefficients for SOC model.
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Figure 7.16. Voltage model terms for CCCV charge at different temperatures.

The results demonstrate that the generic SINDy approach requires significantly

more terms than ASINDy to capture the dynamics while also yielding a higher error.

This underscores the importance of designing a physics-inspired library and optimiz-

ing sparsification parameters through a multi-objective cost function. The ASINDy

model achieves a sparser representation with higher accuracy, effectively capturing the
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Figure 7.17. SOC model terms for CCCV charge at different temperatures.

Table 7.5. Comparision between SINDy and our proposed ASINDy models.

Criteria SINDy ASINDy

Number of terms for SOC dynamics 42 9
Number of terms for voltage dynamics 41 9
SOC prediction RSME on US06 data 3.9% 1%
Voltage prediction RSME on US06 data 17 mV 0.8 mV
SOC prediction RSME on UDDS data 4.4% 1.3%
Voltage prediction RSME on UDDS data 18 mV 0.6 mV
Robust to noisy measured data No Yes
Need initial value Yes No

governing equations of the battery and highlighting the advantages of our proposed

enhancements.

Finally, we compare the computational cost of our proposed ASINDy method with

a mechanistic model (DFN) and an ECM combined with EKF. Table 7.6 summarizes

the CPU computational time results for the UDDS data. The DFN model, known
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Table 7.6. Comparison of computational time for different models.

Model Computational Time [s]

DFN model 195815
ECM + EKF 12
ASINDy 259

as one of the most accurate mechanistic models, requires detailed information about

battery internal parameters. However, its significantly higher computational time

limits its application in real-time systems. Conversely, the ECM with EKF is the

fastest model but lacks accuracy, particularly in low SOC regions. Our proposed

ASINDy method strikes an effective balance, offering computational efficiency with

high accuracy in SOC estimation. This makes it a suitable solution for real-time

and precise SOC estimation, particularly enhancing the performance and reliability

of electric vehicles.

7.5 Discussion

We proposed a data-driven approach to co-estimate SOC and Voltage values and

their dynamics. The approach is a significant step from other existing approaches

in the literature. Our algorithm works in two steps: 1) Discovering the dynamics

as in (4.10) and (4.11) and 2) using a joint co-estimation to remove noise from the

voltage and estimate the correct SOC values. While the discovered SOC dynamics

in (4.11) can accurately predict the SOC dynamics, it requires the correct initial

values. Otherwise, its performance degrades and makes it unattractive for practical

applications. A common method for estimating initial values of SOC is using SOC-

OCV maps [121], which require a significant amount of training data from a control

group of batteries. Cell-to-cell variations and changes in the cells limit the accuracy

of SOC-OCV mappings, and their performance degrades over time. Our approach,

on the other hand, learns such mapping using terminal voltage instead of OCV and

adapts to the new conditions of the batteries. We showed the SOC converges to its
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correct values through experimental studies. The proposed method can be integrated

into the battery management system (BMS) to correct voltage and estimate SOC

concurrently. The model requires less data for training than other machine learning

algorithms, and due to its simplicity, it can be implemented in BMS. In addition,

accurate SOC estimation is crucial for precise state of power (SOP) estimation in

batteries, as it indicates the available energy within the battery, ensuring efficient

and safe battery operation.

The other significant contribution of this study is the presented sparse identi-

fication algorithm. Integrating the joint unscented Kalman filter to join different

dynamics for an improved closed-loop model resulted in an adaptive modeling tech-

nique and filtering out the measurement noise in voltage. We showed the accuracy

of the method in determining the SOC dynamics, and the steady-state RMSE er-

ror was 0.013. This was achieved by replacing the common approach in obtaining

the sparse nonlinear dynamics using an AIC-inspired cost function with a new cost

function (4.8). We note that using the AIC-inspired cost function resulted in only

one term (compared to 9 terms using (4.8)), and the RMSE of the test data was

significantly higher (RMSE = 0.301). These results point to a limitation of the AIC-

inspired cost function as it tries to estimate the model’s prediction error using only

“in-sample” errors. While such a cost function is effective in some scenarios, it does

not yield an acceptable generalizable error (test data) for the complex dynamics of

Li-ion batteries. On the other hand, our proposed formulation resembles the cross-

validation method as it uses “extra-sample” (validation data) to balance the model’s

complexity and accuracy. As a result, the model is more generalizable (smaller test

errors) when tested using simulation studies [122] or experimental battery data.

We also presented a methodological approach for picking the initial library terms

using domain knowledge. While the exact analytical solutions of the battery dynamics

are not tractable, their solution form provided a guideline to create the library terms.
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The process of identifying library terms and their coefficients was conducted offline;

however, the coefficients can be adapted online. This adaptability enables the model

to perform well under various operating conditions by updating the SOC-voltage

map. Moreover, the proposed approach can be applied to other complex dynamical

systems to construct a tractable data-driven model. It can provide insight into the

dynamic behavior of the system, aiding in system control or optimization. Overall, the

proposed approach is an effective and efficient way to create a tractable data-driven

model and gain valuable insights into the system’s behavior.

7.6 Summary

In this chapter, we applied our physics-inspired data-driven model, augmented

with JUKF, for online SOC estimation. Noisy experimental data from an NMC811

cell was used to construct and evaluate the model. After constructing the physics-

inspired library, the model’s sparsification parameters were tuned using the proposed

multi-objective cost function, which considered training error, validation error, and

sparsity. With the optimal parameters, we discovered the governing equations for both

SOC and voltage dynamics, each with only nine terms. This sparsity highlights the

model’s generalizability and its ability to capture correct dynamics without overfitting

to training data.

Key findings include:

Noise Mitigation: The JUKF was used to mitigate noise in the measured volt-

age data. The JUKF improved the accuracy and stability of SOC prediction. The

experimental results from US06 current profiles (validation data) demonstrated that

by using the noisy voltage measurements, the augmented model with JUKF improves

the RMSE from 0.0579 V and 0.0713 to 0.0008 V and 0.0099 for voltage and SOC,

respectively.

The model accurately predicted time series SOC in US06 validation data with an

RMSE of 0.0099, compared to 0.0629 RMSE obtained with the ECM with EKF. This
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indicates a significant enhancement in the accuracy of our model. Furthermore, the

model’s accuracy was verified through experiments conducted at 40°C, utilizing the

governing equation identified from 25°C data. The coefficients were updated with

stochastic training data at 40°C, confirming model accuracy with an RMSE 0.015 for

US06 SOC prediction.

Co-estimation Framework: In addition, JUKF was expanded to utilize the

measured voltage data to reduce the uncertainty in SOC dynamics, especially due to

inaccurate SOC initial values. It created a model that updates state variables and

model parameters dynamically with the measured data. This improved the accuracy

of the model and enabled an accurate SOC prediction.

Experimental results showed the convergence of SOC to the actual values with an

RMSE of 0.0130 for SOC estimation and an RMSE of 0.0004 V for voltage. We showed

that while ECM with EKF has the ability to converge to the actual SOC values in

mid-SOC levels, it fails in the low-SOC regions, and in 40% SOC, the relative error

is about 22.2%, which is equal to ≈ 9% SOC, and with almost constant offset error,

this value becomes more significant at lower SOC levels. For example, at 10% SOC,

the relative error reaches 61.5%.

The model’s ability to adapt to different operating conditions, from low to high

temperatures, was tested using experimental data at 10°C and 40°C. Only the coeffi-

cients of the identified governing equation at 25°C were updated with the stochastic

training data at other temperatures, and the model achieved accurate SOC predic-

tions under varying temperatures. At both 10°C and 40°C, SOC converged to its

correct value, with unknown initial conditions, with an RMSE less than 0.0330 after

convergence.

Additionally, the model effectively mitigated the effect of noise in the voltage

measurements, achieving an RMSE of 0.0026 V for voltage correction at 10°C and

0.0006 V at 40°C. These results demonstrate the model’s accuracy, transferability, and
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robustness across a wide range of operating conditions, from cold to hot environments,

making it highly promising for real-world applications.
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CHAPTER 8

SUMMARY AND CONCLUSION

In this chapter, we summarize the key findings of the research, focusing on the devel-

opment of a physics-inspired, data-driven modeling technique and its application for

SOC estimation. We discuss the major contributions of this study, including a de-

tailed study of the battery’s electrochemistry to determine physics-inspired terms, the

development of a cost function to achieve a parsimonious and generalizable model,

using a joint unscented Kalman filter to mitigate the effect of measurement noise

and develop a co-estimation framework for a novel SOC estimation. A discussion of

potential applications and the conclusion follows this.

8.1 Summary

This dissertation has made significant contributions to the field of sparse data-

driven modeling and its application to discovering governing equations of Li-ion bat-

teries for SOC estimation. Sparse data-driven modeling has shown advantages over

other machine learning methods by using less data and providing explicit control-

oriented models. However, most of the applications of this method have been limited

to examples with known closed-form models.

The first part of the research was the application of state-of-the-art algorithms to

battery modeling and showed their limitations. Specifically, we noted three limitations

of these models: 1) lack of connection to physics, 2) reliance on a simple cost function

using only training data, and 3) their sensitivity to initial values and measurement

noise. We tackled these issues and provided a novel data-driven framework and its

application for advanced battery management systems.

First, the previous research overlooked the importance of domain expertise in

modeling complex systems and relied on generic library terms for modeling. As these

models are nonlinear, there are several nonlinear models that can fit training data and

then fail when tested with unseen data. As an example, developing models around
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polynomials requires higher-order polynomial terms, which results in correlated fea-

tures, leading to ill-conditioned problems and overfitting. To avoid such issues, we

build a model around physics-inspired library terms based on a detailed study of the

high-fidelity Doyle-Fuller-Newman electrochemical model of batteries. This model

captures the main internal processes contributing to the state-of-charge and voltage

dynamics of batteries based on the porous electrode theory. However, using such

models in battery management systems is not practical since they include several

partial differential equations (PDEs) and require over 30 internal battery parameters.

Our analysis showed the presence of specific forms in the solution of these PDEs, and

we used them in our baseline library. This approach enabled a more generalizable

data-driven discovery of the governing equations of Li-ion batteries, regardless of the

sparsification parameters.

Another limitation of the other sparse data-driven modelings was using a cost

function based on the Akaike Information Criterion (AIC). This approach aims to

minimize the predictive error by solely using the training data, and it shows signifi-

cant limitations in modeling commercial batteries. Specifically, the AIC-inspired cost

function is based on the maximum likelihood of the training data, which is suscep-

tible to overfitting as the size of the training dataset increases. The AIC-inspired

cost function suggests only one term for modeling SOC dynamics, which is similar

to the coulomb counting method and does not capture the complex nature of SOC

dynamics in other scenarios. To fix this issue, we created a multi-objective cost func-

tion and adopted a method from other machine learning techniques to use separate

training and validation datasets, as well as sparsity, to determine the optimal number

of terms. This approach resulted in a more complex but realistic governing equation

of SOC dynamics and showed very accurate performance on unseen data. This ap-

proach is generic and can be used in sparse data-driven modeling of complex systems

while mitigating the poor generalizability of other approaches. The algorithm fine-
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tunes model sparsification parameters with the multi-objective cost function. The

resulting model is a trade-off between the model’s complexity and accuracy, hence

reducing the susceptibility to overfitting. The model showed superior performance in

cross-validation studies, especially in more challenging scenarios with highly nonlinear

battery dynamics at low SOC levels.

Measurement noise degrades the performance of data-driven models as these mod-

els are highly sensitive to the quality of the measured data. We proposed incorpo-

rating a joint unscented Kalman filter to enhance SOC and voltage predictions. The

JUKF minimizes the impact of noise on the measured voltage signals. We first eval-

uated the impact of JUKF on simulated data with Gaussian noise, which effectively

removed noise from voltage measurements. As shown in Chapter 5, the same training

data with and without noise can result in significantly different models, with noise

deteriorating model performance.

A challenge with developing accurate and generalizable data-driven models is the

quality of the data and the applicability of the modeling techniques on real-world

data. While there are many studies with experimental data on Li-ion batteries, they

mostly focus on simple charge-discharge cycles. Such data is very limited in modeling

as they are not sufficiently rich, and one would need a copious amount of such data

for modeling and dealing with the unbalanced data. Here, we analyzed the operating

range of the batteries and developed a custom driving cycle to excite the system in

these operating ranges and used them to model the batteries. We showed the efficiency

and other advantages of this approach by conducting comprehensive experiments on a

Li-ion cell. Results demonstrated that the model for both voltage and SOC dynamics

required only nine terms, showcasing its interpretability and sparsity. Comparisons

with a common approach used in battery management systems (ECM+EKF) showed

the limitation of such approaches in accurate SOC prediction, particularly at low
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SOC levels. On the other hand, our model effectively mitigated noise effects, reducing

RMSE from 0.0713 to 0.0099 in SOC prediction for the highway drive cycle.

In earlier chapters, we developed a control-oriented and physics-informed data-

driven modeling technique with low noise sensitivity. This technique can be used

to model other complex systems; however, it needs a known initial value. In some

applications, such as battery management systems, this value is available through a

standard practice known as calibration. In the (re-)calibration step, the initial value

of SOC is adjusted after a full charge or discharge to eliminate cumulative errors.

In section 5.1.3, we introduce a co-estimation framework to eliminate the cumulative

errors and estimate the SOC values without the need for recalibrations. This is

achieved by deriving the nonlinear voltage-SOC dynamics instead of using tabulated

voltage-soc maps after extensive experimental studies, which have been used in other

studies and methods. Our novel framework simultaneously estimates SOC and adapts

model parameters, allowing for reliable performance in uncertain conditions. This

co-estimation framework continually adjusts parameters in the voltage dynamics to

account for noisy measurements while updating the SOc values in SOC dynamics. We

demonstrated the robustness and accuracy of the approach by initiating the algorithm

with 20% charge difference in the initial SOC estimate. The SOC converged to its

true value. After convergence, the error remained below 0.013 for the rest of the

cycle.

The model’s transferability across different operating conditions was further val-

idated through experiments at 10°C and 40°C. These tests confirmed the model’s

robustness and adaptability across varied environments. By adjusting only the coef-

ficients in the governing equations, the model retained high accuracy, achieving an

RMSE below 0.033 after convergence for SOC estimation with a 20% error in initial

values. This adaptability underscores the model’s potential for real-world applications

facing temperature fluctuations.
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In conclusion, the developed modeling framework and detailed battery dynamics

studies approach provide a reliable and accurate tool for real-time SOC estimation

and voltage correction of Li-ion batteries. We evaluated the accuracy of our ap-

proach on the standard city driving cycle and compared it to the commonly used

ECM+EKF. We conducted these experiments on a commonly used chemistry in elec-

tric vehicles (NMC811), and our experimental results showed the convergence of SOC

to the actual values. Accurate SOC estimation is critical for several tasks of battery

management system such a ensuring safety, regulating the maximum charge and dis-

charge, and developing advanced fast charging algorithms. The currently used SOC

estimation algorithms have significant errors in the low and high SOC regions. This

has forced the manufacturers to reduce vehicle efficiency in high SOC values by lim-

iting regenerative braking and reducing the vehicle’s range due to high error levels in

low SOCs, contributing to the range anxiety of EV drivers. By using a nonlinear form

for SOC dynamics as opposed to linear models, we addressed these limitations and

demonstrated the model’s performance. Further, our approach allows for developing

advanced fast-charging strategies via designing optimal controllers on the data-driven

model.

A significant contribution of this research was the development of a tractable

data-driven model that extends beyond the typical input-output relationships found

in traditional machine learning methods. This approach discovers the governing equa-

tions of complex dynamical systems. The interpretability of this model eliminates the

need for in-situ measurement of internal parameters, unlike mechanistic models, al-

lowing for broader and more accessible applications. The model’s performance proved

promising for real-world applications. Moreover, this technique needs less data than

other machine learning methods, such as neural networks. Therefore, the model can

be trained quickly while the battery’s dynamics change due to aging or environmen-

tal conditions. Finally, this methodology can be applied to other complex dynamical
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Figure 8.1. Summary of the proposed tractable data-driven method.

systems to uncover underlying equations, offering insights for system control and op-

timization. Figure 8.1 provides a comprehensive visualization of the proposed algo-

rithm developed in this dissertation and its key contributions. The diagram showcases

the advancements achieved, highlighting their impact on both battery modeling and

data-driven fields.

8.2 Future Work

This research established an algorithm for accurate SOC estimation based on

interpretable data-driven models, and several areas for future work remain to be ex-

plored. Although the model demonstrates generalizability across different driving

scenarios and temperatures, further evaluation under a broader range of environmen-
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tal conditions, such as extreme cold (below 0°C), is needed. Examining variations in

model coefficients under these conditions can provide insights into which model terms

are most affected by temperature and, in turn, reveal the internal battery processes

linked to these changes.

Second, future work will apply this method to different cell chemistries, such as

sodium-ion, an alternative technology with dynamics still being characterized. Given

the adaptable nature of data-driven modeling, the model could be readily transferred

to other battery chemistries, enabling evaluation of its performance and generalizabil-

ity across various chemistries. Additionally, incorporating ensemble machine learning

techniques into the data-driven model could further improve accuracy, expanding the

modeling approach to form a more comprehensive framework by capturing additional

parameters, such as temperature. Since temperature significantly impacts battery

safety and degradation, accurately predicting it would assist thermal management

systems in effectively preventing overheating. For example, data aggregation using

statistical methods like bootstrapping could combine battery data across different

temperatures, producing a single model for SOC estimation without a need for a

look-up table while capturing temperature dynamics.

Another critical direction for future research is enhancing the model’s ability to

account for battery aging. As batteries degrade, their internal dynamics and SOC

behavior shift. Developing a mechanism within the model to adjust for aging effects,

either through periodic coefficient recalibration or self-updating, could extend the

model’s utility over the entire battery lifecycle.

Overall, advancing this research in these areas would contribute to more adaptable,

resilient, and insightful battery management solutions. As the demand for accurate

SOC estimation in electric vehicles and energy storage systems continues to grow,

expanding these capabilities is essential for enhancing battery performance, longevity,

and safety.
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