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ABSTRACT

Spectrum sharing has become increasingly important since the past decade due

to the ongoing congestion of spectral resources. Higher data rates in wireless com-

munications require expansion of existing frequency allocations. Significant research

efforts have been made in the direction of cognitive radio to effectively manage the

existing frequency usage. Recently, coexistence of multiple platforms within the same

frequency bands is considered effective to mitigate spectral congestion. This requires

both systems to work collaboratively to mitigate their mutual interference. This chal-

lenging problem can be significantly simplified if both systems are controlled by the

same entity. Joint radar-communication (JRC) system is such an example where radar

and communication system objectives are achieved by the same physical platform.

In this dissertation, we consider three different types of JRC systems. These

JRC systems respectively exploit a single transmit antenna, an antenna array for

beamforming, and a distributed JRC network, and develop novel signal processing

techniques to optimize the performance of these systems. Special attention is given

to the resource optimization objectives and numerous resource allocation schemes are

developed and investigated.

First, we consider a single transmit antenna-based JRC system which exploits

dual-purpose transmit orthogonal frequency division multiplexing (OFDM) wave-

forms to perform radar and communication objectives simultaneously. We optimize

the power allocation of the OFDM subcarriers based on the frequency-sensitive tar-

get response and communication channel characteristics. For this purpose, we employ

mutual information as the optimization metric. In the simulation examples considered

for this system, we observed that the JRC system enjoys approximately 20% improve-

ment in the performance of communication subsystem with a mere 5% reduction in

radar subsystem performance.
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Second, we propose a quadratic amplitude modulation (QAM) based sidelobe

modulation scheme for beamforming-based JRC systems which enhances the com-

munication data rate by enabling a novel multiple access strategy. The main prin-

ciple of this proposed strategy lies in enabling the beamformer to transmit signals

with distinct amplitudes and phases in different directions. We also investigate op-

timal power allocation for such a spectrum sharing approach by employing a spatial

power control-based beamforming approach. Furthermore, the robustness of these

beamforming-based JRC systems is improved using chance constrained programming.

In this context, we observe that the chance constrained optimization can be relaxed

to form a deterministic and convex problem by employing the statistical profile of the

communication channels. When dealing with JRC systems that are equipped with

more antennas than the number of radio frequency chains, we perform the resource

optimization in terms of minimized power usage and optimal selection of antennas

resulting in an efficient utilization of hardware up-conversion chains. In the simula-

tion examples considered for these schemes, we observe that, even with a reduction

of nearly 30% of the transmit antennas, the beamforming-based JRC system is able

to perform the required radar and communication tasks without any disadvantage.

Our last contribution is on a distributed JRC system, which is the first effort in

this research direction, enabling spectrum sharing for networked radar systems co-

existing with the communication systems. We devise a power allocation strategy for

such a system by employing convex optimization techniques. In this strategy, the

target localization error and the Shannon capacity are respectively considered as the

optimization criteria for radar and communication systems. For the simulation exam-

ple considered in this case, we observe that the proposed resource allocation strategy

achieves a communication performance that was approximately 5 times greater than

that achieved by the radar-only counterpart. Moreover, the target localization perfor-

mance achieved by the JRC system using the proposed approach was approximately

4 times better than the performance achieved by the communication-only approach.
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CHAPTER 1

INTRODUCTION

1.1 Overview

Spectrum sharing has recently gained a significant research attention due to the

ongoing congestion of wireless spectrum caused by the broadband wireless communi-

cations and ever-increasing deployment of new applications that consume the same

spectral resources [1–6]. Modern wireless communication systems require immense

expansion of existing spectral allocations in order to achieve high data rates to en-

sure the success of future generations of wireless systems. Moreover, new technical

advancements and emerging applications which bring various advantages to the end

users require new allocations of frequency resources [7]. In this context, great efforts

have been invested in the field of cognitive radios to improve the spectral efficiency so

as to effectively manage the usage of electromagnetic spectrum [8]. Recently, coexis-

tence of multiple platforms within the same frequency bands has been found effective

to mitigate the spectral congestion by simultaneously sharing the same spectral re-

sources for multiple applications.

Although different terminologies have been employed in the literature for a vari-

ety of concurrent radar and communication operations within same spectral bands,

we broadly classify these systems into three different types. The first type of such

systems employs a passive radar that exploits the waveforms transmitted by a com-

munication system for radar operation. Although the passive radar does not have a

control on the transmitted waveform due to the non-cooperative illuminating sources,

it enjoys the inherent secrecy attributed to the receive-only nature of the radar and

the multi-static observations from rich sources of opportunity [9–11]. The second

type of spectrum sharing system employs coexisting radar and communication oper-

ations where both radar and communication subsystems cooperate with each other
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Figure 1.1. Illustration of three different types of radar-communication
spectrum sharing systems: (a) passive radar, (b) coexistence, (c) JRC
system.

to mitigate their mutual interference [12–22]. On the other hand, spectrum sharing

objectives can be significantly simplified if both radar and communication functions

are performed at the same physical platform. Joint radar-communication (JRC) sys-

tems are a commonly considered example of such third type of spectrum sharing

systems that exploit the same hardware and waveform resources to satisfy the objec-

tives of both radar and communication subsystems. Such systems mostly consider the

communication function as a secondary operation in addition to the primary radar

function while utilizing the same spectral resources [23–40].

Fig. 1.1 shows three different scenarios of radar-communication spectrum shar-

ing systems where radar and communication users (CUs) share the same wireless

spectrum. Fig. 1.1(a) shows the passive radar scenario where radar exploits com-

munication waveforms to achieve its goals [10, 11]. Fig. 1.1(b) illustrates the coexis-

tence of radar and communication subsystems within same spectral bands resulting

in mutual interference between the two systems. Several research efforts have been

made in the direction of space division multiplexing and transmit waveform design

to mollify the mutual interference problem for coexisting radar and communication

subsystems [19,20]. Fig. 1.1(c) illustrates the JRC system where a joint transmission-

based strategy is used to perform radar as well as communication operation. Unlike
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Figure 1.2. Illustration of three different types of JRC systems: (a) sin-
gle transmit antenna-based JRC, (b) transmit array-based JRC, (c) dis-
tributed JRC.

radar-communication coexistence, the transmission of electromagnetic waves can be

controlled by the same physical entity which performs both tasks [23–40].

In this dissertation, we focus on the spectrum sharing strategies exploiting JRC

transmission, and only the base station transmission part is considered for the com-

munication subsystems. The JRC transmission objectives are achieved either by

spatially multiplexing the signal transmission using smart antenna arrays [15, 26, 27,

29, 38, 40–47], by employing waveform diversity [1, 23, 25, 48–53], or both. The com-

munication operation is realized by either embedding the communication information

in the radar waveform or by dedicating separate waveforms for radar and communi-

cation operation [26, 29, 46, 52]. Important objectives of a radar system considered

in such work are the maximization of transmit energy in the direction of targets or

minimization of target localization error. Communication objectives are considered

to be secondary and the principal objective is to minimize the error probability or to

maximize the traditional Shannon capacity for the CUs.

Depending on the number of transmitters and receivers involved as well as the

number of antennas, the JRC systems can be further divided into three different types

of systems. The first type of JRC system consists of a single transmit antenna that

broadcasts dual-purpose waveforms for both radar and communication operations.
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The objective of resource allocation for such a system is to optimize the transmit

energy of the dual-purpose waveform based on the propagation channels of both radar

and CUs [51,54]. The second type of JRC system employs a transmit antenna array

that directs a high-energy beam towards the surveillance region of the radar, whereas

the CUs are assumed to be located in the sidelobe region [26,29,46]. Such system are

more flexible than the single transmitter based systems as they are capable to transmit

different signals in different directions due to their spatial multiplexing capabilities.

The third type of JRC system consists of a distributed JRC network [52, 55] which

enjoys spatial diversity for radar and communications. The information transmission

can be done by waveform diversity and receiver beamforming in such systems.

1.2 Notations

Lower-case and upper-case bold characters are used to respectively denote vectors

and matrices. (·)T, (·)∗, and (·)H respectively represent the transpose, conjugate, and

the Hermitian transpose operators. Moreover, | · |, | · |0, | · |1, and | · |2 denote the

absolute value, `0-, `1- and `2-norms, respectively. The notation 1L×1 represents the

L-length column vector of all ones, whereas IL, 0L, and 1L respectively represent the

identity matrix, matrix of all zeros, and matrix of all ones, each having a dimension

of L × L. diag(x) denotes a diagonal matrix whose diagonal elements are contained

by the vector x, whereas det(·) shows the determinant of a matrix. Furthermore,

tr(·) denotes the matrix trace, and E [·] represents the expectation operator. The

notation � shows the Hadamard product, ∗ is the convolution operator, and j =
√
−1

represents the imaginary number. Finally, h(x) denotes the differential entropy of the

random variable x, I(x; y) denotes the mutual information (MI) between random

variables x and y, whereas log(·) denotes base-2 logarithm.

1.3 Single Transmit Antenna-based JRC System

In such a system, a single dual-purpose transmit antenna is responsible to transmit

OFDM waveforms that are shared for both radar and communication purpose. A
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Figure 1.3. Illustrative example of shared sub-carrier allocation for JRC
system [54].

single radar target and two CUs are considered in the vicinity of the JRC system.

Both communication channel gains and radar target responses are assumed to vary

with frequency. Depending on the desired mode of operation, the OFDM subcarriers

can either be shared between radar and communications [54] (as in Fig. 1.3) or radar

and communications can use their separate subcarriers [51] (as in Fig. 1.4).

1.3.1 Signal Model

Let the transmit dual-purpose waveform consist of an L-symbol OFDM signal x

such that K ≤ L subcarriers are exploited. The transmit waveform is represented as:

x = FIDFTs, (1.1)

where FIDFT is the L × K inverse discrete Fourier transform (IDFT) matrix whose

columns correspond to unit power OFDM subcarriers of unique frequencies, and

s = [s1, · · · , sK ]T is a K × 1 vector whose elements correspond to the amplitudes

and phases of the respective OFDM waveforms. Each subcarrier can use a digi-

tal modulation scheme for information transfer such as quadratic phase shift keying

(QPSK). The information is carried in the phase of each subcarrier, such that the

phase of sk represents the desired phase for the kth subcarrier.
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Figure 1.4. Illustrative example of exclusive sub-carrier allocation for
JRC system [51].

1.3.2 Radar Subsystem

The transmitted OFDM signal is reflected by the target having a frequency-

sensitive response and reaches the radar receiver. Denote hk as the radar channel

coefficients, including the radar cross-section (RCS) and the path loss, corresponding

to the K subcarriers. The target response to all the K subcarriers can be expressed

in vectorized form as h = [h1, · · · , hK ]T. The corresponding radar channel impulse

response is given by h̃ = FIDFTh. Therefore, the target-reflected signal received at

the radar can be represented as follows:

ỹrad = h̃ ∗ x + ñ, (1.2)

where ñ is the zero-mean complex additive white Gaussian noise vector. All K sub-

carriers of the received signal can be recovered by discrete Fourier transform (DFT)

of Equation (1.2). The received radar signal takes the following form [54,56]:

yrad = Hs + n, (1.3)

where H = diag(h), and n ∼ CN (0K ,Σn) is the K × 1 vector containing the DFT of

ñ where Σn = diag{σ2
n,1, · · · , σ2

n,K} and σ2
n,k is the noise power of the kth subcarrier.
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1.3.3 Communication Subsystem

Similar to Equation (1.3) for the radar subsystem, the OFDM signal reaching the

uth CU is expressed as:

ycom,u = Gus + mu, u = 1, . . . , U, (1.4)

where Gu = diag(gu) with gu = [gu,1, . . . , gu,K ]T denoting the channel coefficients of

the K subcarriers associated with the uth CU. In addition, the noise term mu ∼

CN (0K ,Σmu) is independent of Gu where Σmu = diag{σ2
mu,1

, · · · , σ2
mu,K
}.

In Chapter 2, we will further discuss these systems in detail.

1.4 Beamforming-based JRC System

In beamforming-based JRC systems, a sensor array is exploited to steer radar

and communication signals in different directions. The waveforms for both radar and

communication operations are transmitted from the same physical antenna array. In

this case, communication is considered to be the secondary objective of the JRC

system and is enabled by embedding information in the radar waveforms such that

the primary radar operation is not compromised.

Fig. 1.2(b) shows the basic principle of beamforming-based JRC system. The

notable techniques in this research direction include the sidelobe control methods

based on amplitude modulation (AM) [27], multi-waveform amplitude shift keying

(ASK) [28–30], and phase shift keying (PSK) [31–33]. The sidelobe AM method [27]

exploits multiple beamforming weight vectors corresponding to different sidelobe lev-

els at the CUs located in the sidelobe region of radar. Each sidelobe level is mapped

to a unique communication symbol. In the multi-waveform ASK-based method [28],

multiple orthogonal radar waveforms are employed such that each waveform is trans-

mitted by one of the two beamformers implementing two different sidelobe levels. The

CU decodes the transmitted information by matched filtering the received waveform

and extracting the sidelobe level information.
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Although the aforementioned ASK-based method exploits waveform diversity, only

two sidelobe levels are utilized. The method in [30] increases the effective signal-to-

noise ratio (SNR) at the CUs by using only one beamforming weight vector corre-

sponding to the maximum allowable sidelobe level. Unfortunately, all the ASK-based

methods discussed above can only broadcast the same communication information to

all the CUs.

In PSK-based JRC methods [31–33], information embedding is achieved by a

dictionary of beamforming weight vectors having the same beampattern but different

phase response towards the CUs. The CUs detect the corresponding phase symbols

embedded in the received radar waveforms to determine the transmitted information

either by coherent demodulation or with the help of a reference radar waveform

transmitted through a reference beamforming weight vector. However, the PSK-

based method cannot exploit the flexibility of having different sidelobe levels.

1.4.1 Signal Model

Consider a JRC system equipped with an M -element transmit antenna array of

an arbitrary configuration. Let P denote the total power transmitted by the antenna

array during each radar pulse, and {ψ1(t), ψ2(t), . . . , ψK̂(t)} be the K̂ possible radar

waveforms orthogonal to each other such that:

1

T

∫ T

0

ψk1 (t)ψk2 (t)dt = δ (k1 − k2) , k1, k2 = 1, · · · , K̂, (1.5)

where t is the fast time, T is the time duration of each radar pulse, k1 and k2 are

positive integers, and δ(·) is the Kronecker delta function.

The objective of existing sidelobe control-based JRC schemes is to send informa-

tion symbols to the CUs located in the sidelobe region without introducing perturba-

tion to the primary radar operation [26–35]. This implies that the average transmit

power of the radar waveform must not vary during each transmitted pulse. In order

to realize this objective, ASK-based schemes exploit different beamforming vectors to

transmit different sidelobe levels in the directions of CUs while keeping the radar’s

main beam at a constant amplitude. On the other hand, PSK-based schemes rely on
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the transmission of different phases towards the CUs during each radar pulse such that

the amplitude levels towards the CUs and the radar’s main beam are not perturbed.

1.4.2 Beamforming Weight Vector Design

The following optimization can be used to synthesize the beamforming weight

vectors for JRC schemes [26,29–33]:

min
un

max
θr

∣∣ejϕ(θr) − uH
na(θr)

∣∣ , θr ∈ Θrad,

subject to
∣∣uH

na(θsl)
∣∣ ≤ εsl, θsl ∈ Θ̄,

uH
na(θu) = ∆n, 1 ≤ n ≤ N, 1 ≤ u ≤ U.

(1.6)

Here, Θrad is the set of angles at which the radar main beam (main lobe) operates, Θ̄

is the complement set of Θrad representing the sidelobe region, a(θ) is the response

vector of the transmitting antenna array at the angle θ, ϕ(θ) is the phase profile of

user’s choice, un is the desired beamforming vector which achieves the sidelobe level

∆n at all the CUs located at angles θu ∈ Θ̄ , U is the total number of CUs located

in the sidelobe region, εsl is the allowable sidelobe level of the radar, N denotes the

total number of allowable sidelobe levels.

In the following, we summarize the sidelobe control-based JRC schemes [26–35].

1.4.3 ASK-based Schemes

The information embedding in the radar waveform by exploiting ASK-based tech-

niques [26–30] can be realized by projecting varying sidelobe levels towards the di-

rections of CUs located in the sidelobe region of the radar. These sidelobe levels

change from one pulse to other but remain constant during the course of each radar

pulse. We can generate N beamforming weight vectors by using the optimization in

Eq. (1.6) such that each vector results in a unique sidelobe level ∆n in the directions

of CUs. If one radar waveform is exploited, the signal transmitted from the JRC
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platform during one radar pulse using one of the N available beampatterns can be

expressed as follows [26,27]:

s (t, τ) =
√
P

N∑
n=1

bn(τ)un
∗ψk (t) , (1.7)

where τ is the slow time (i.e., pulse index)1, ψk(t) is the arbitrary waveform selected

from K̂ possible radar waveforms, bn(τ) is the binary selection coefficient such that∑N
n=1 bn(τ) = 1 for each radar pulse, P is the transmit power of the radar.

Multiple orthogonal radar waveforms can be exploited to improve the detection

performance of radar and increase the information rate of communication [26,28–30].

In [28, 29], K(≤ K̂) orthogonal radar waveforms are utilized and the transmitted

signal vector for this scheme is given as:

s (t, τ) =

√
P

K

K∑
k=1

(
bk(τ)u∗low + (1− bk(τ)) u∗high

)
ψk (t), (1.8)

where only two beamforming weight vectors ulow and uhigh are exploited which, re-

spectively, result in the sidelobe levels of ∆low and ∆high (∆low < ∆high) at all the CUs.

The value of each coefficient bk(τ) is either 0 or 1 during each radar pulse. These

coefficients select the desired beamforming weight vector for each of the K transmit-

ted waveforms, thereby carrying one bit of information for each of these waveforms.

During each radar pulse, a radar waveform is transmitted with an amplitude of either

∆low

√
P/K or ∆high

√
P/K towards each CU for the detection of embedded infor-

mation. This means that the same communication symbols are broadcast to all the

receivers. Obviously, it is not possible to transmit different information streams to

different CUs located at different directions.

Another ASK-based JRC technique employs only one beamforming weight vector,

which corresponds to the highest allowable sidelobe level at all the CUs resulting in

highest possible SNR for the CUs. During each radar pulse, K̂−1 bits are transmitted

such that the coefficients corresponding to K(≤ K̂ − 1) bits are equal to 1 and the

1See Section A of Appendix A for detail.
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remaining K̂−K− 1 bits are equal to 0. This is achieved by transmitting K̂ distinct

orthogonal waveforms. The transmitted signal is given as [30]:

s (t, τ) =

√
P

K

K̂−1∑
k=1

bk(τ)u∗highψk (t) +
√
P

K̂−1∏
k=1

(1− bk(τ)) u∗highψK̂ (t) . (1.9)

Each coefficient bk(τ) for 1 ≤ k ≤ K̂ − 1 is either 0 or 1 such that only K coefficients

are equal to 1 and the rest of them are equal to 0. The second term in the above

equation expresses the case when all zeros are transmitted (i.e., all coefficients bk(τ)

for 1 ≤ k ≤ K̂ − 1 are equal to 0) using the reference orthogonal waveform ψK̂(t). In

this scheme same information is broadcast to all the CUs because the transmission is

formulated to achieve same sidelobe level at each CU.

1.4.4 PSK-based Schemes

The fundamental principle underlying PSK-based JRC is to embed communication

information by controlling the phase of the signals transmitted towards the CUs while

keeping the amplitude levels constant in the direction of communication [26, 31–33].

This is achieved by exploiting the radiation pattern invariance property of uniform

linear arrays (ULAs) which states that, for each of the possible transmit radiation

patterns, there exists a set of beamforming weight vectors U = [u1,u2, . . . ,u2M−1 ]

such that each column of U provides exactly the same radiation pattern but exhibits

different phase profile. The complete set U can be determined if any of the beam-

forming vectors presented in U is known [57]. The transmitted signal for PSK-based

JRC can be expressed as [26,31,32]:

s (t, τ) =

√
P

K

K∑
k=1

U∗bk(τ)ψk (t), K ≤ K̂, (1.10)

where bk(τ) is a binary vector of size (2M−1 × 1) such that all of its elements are

zero except one element which is equal to 1. The vector bk(τ) is responsible to

select the desired beamforming vector uk from U. Here, u1 is calculated by solving

the optimization problem in Eq. (1.6) and rest of the beamforming vectors in U

are calculated using the method developed in [57]. If coherent communication is
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considered, each radar pulse consists of K orthogonal waveforms transmitted towards

CUs with the embedded phase information given as:

φk = ∠
{
uH
k a(θu)

}
, 1 ≤ k ≤ K, (1.11)

where ∠{·} denotes the angle of a complex number. For non-coherent communi-

cations, we select ψ1(t) as the reference waveform transmitted using the reference

beamforming weight vector u1 by setting b1(τ) = [1, 02M−1−1]T, where (·)T is the

transpose operator, and 02M−1−1 is a row vector of all zeros having the length of

2M−1 − 1. In this case, each radar pulse projects the set of (K − 1) phase rotations

towards the CUs. The phase φk corresponding to the k-th waveform can be calculated

as:

φk = ∠

{
uH
k a(θu)

uH
1 a(θu)

}
, 2 ≤ k ≤ K. (1.12)

1.5 Research Contributions

We primarily focus on spectrum sharing strategies based on JRC transmission,

i.e. considering the waveform transmission systems which satisfy the objectives of

both radar and communication subsystems simultaneously. Important contributions

of our proposed research directions as follows:

1.5.1 Subcarrier Allocation and Power Optimization for Single Transmit

Antenna-based JRC Systems

We propose a novel JRC system which exploits multiple subcarriers for perform-

ing radar and communication operations simultaneously. A dual-purpose transmit

antenna is exploited to optimize the transmit power of different subcarriers to fulfill

the radar objectives. These subcarriers used by the radar are also allocated to dif-

ferent CUs to achieve the communications objectives. We aim to optimize the JRC

system based on the mutual information between the frequency-dependent target re-

sponse and the received waveform. The communication performance is optimized by
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allocating the radar subcarriers to different CUs by using MI maximization as the

criterion. The work in this direction is reported in Chapter 2.

1.5.2 Throughput Enhancement for Beamforming-based JRC Systems

We propose a novel JRC strategy to embed QAM-based communication informa-

tion in the radar waveforms by exploiting sidelobe control and waveform diversity.

The proposed information embedding technique can support multiple CUs located

in the sidelobe region of the radar. In addition to the information broadcasting, the

developed approach enables multi-user access by allowing simultaneous transmission

of distinct information streams to the CUs located in different directions. We show

that the proposed technique ensures a significant data rate enhancement compared

to the existing techniques. Moreover, the developed JRC strategy generalizes the

mathematical framework of the existing sidelobe control-based information embed-

ding techniques. This research work is extensively discussed in Chapter 3.

1.5.3 Chance Constrained Beamforming-based JRC Systems

We present an intelligent sensor array-based JRC system which exploits chance

constrained programming to develop a robust beamforming design. Probabilistic

chance constraints are introduced for the communication operation where the com-

munication objectives are achieved with a desired success rate in the presence of

communication channel uncertainties. The chance constraint optimization is then re-

laxed to form a deterministic and convex problem by employing the statistical profile

of the communication channels. This research work is discussed in Chapter 4.

1.5.4 Power Allocation for Beamforming-based JRC Systems

We propose a novel JRC strategy by exploiting directional power control and wave-

form diversity. The proposed technique ensures the highest possible magnitude of the

radar main beam, resulting in an improved SNR ratio for the radar operation. This
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maximization objective is achieved while considering the pre-allocated or adjustable

transmit energy requirement for radar and communication operations. The secondary

communication objective enabling multi-user access is realized by transmitting dis-

tinct amplitude levels and phases towards different communication receivers located

in the sidelobe region of the radar. As an example, power allocation for different

subcarriers projected towards the radar main beam and the communication receivers

is discussed by considering the frequency response of target returns. This research

work is presented in Chapter 5.

1.5.5 Sensor Selection for Beamforming-based JRC Systems

In a system with more sensors than the number of radio frequency chains, optimal

sensor selection is anticipated as an attractive means to achieve superior performance

with a low hardware cost because of the ever-decreasing cost of the sensor deployment

compared to the radio frequency chains and processors. We address optimal sensor

selection for adaptive beamforming-based JRC systems by exploiting a constrained

re-weighted `1 norm minimization. Such minimization was originally proposed for

sparsity-based regression problems. It is observed that the re-weighted `1 minimiza-

tion approaches to `0 norm minimization by solving an iterative convex problem. This

research work is included in Chapter 5.

1.5.6 Distributed JRC Systems

A distributed JRC system consists of widely separated transmitters and receivers

that perform the tasks of both radar and communication subsystems. We present a

novel distributed JRC MIMO system capable of simultaneously performing radar and

communication tasks. The radar objective is to achieve the desired target localization

performance whereas the communication objective is to optimize the overall data

rate. The distributed JRC MIMO system performs both objectives by optimizing

the power allocation of the different transmitters in the JRC system. A dictionary

of radar waveforms is used at each transmitter and the communication information
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is embedded in the radar waveform by exploiting waveform diversity. The proposed

strategy can serve multiple CUs located in the vicinity of the distributed JRC MIMO

system. We discuss this research work in Chapter 7.

In the following chapters, we will discuss these research directions in detail. Math-

ematical analysis and simulation results are provided to illustrate the performance of

the proposed techniques.
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CHAPTER 2

SINGLE TRANSMIT ANTENNA-BASED JRC SYSTEMS

In this chapter, we present a novel joint radar-communication system which exploits

OFDM waveforms for performing radar and communication operations simultane-

ously. A dual-purpose OFDM transmitter is exploited that optimizes the transmit

power of different subcarriers to fulfill the radar objectives. These OFDM subcarriers

used by the radar are also allocated to different CUs to achieve the communications

objectives. All the subcarriers are primarily used by the radar and the secondary

communication operation is enabled by embedding the information in OFDM wave-

forms. We discuss the optimal power distribution for the OFDM subcarriers and their

allocation to different communication users based on MI maximization.

MI has been widely used as a performance metric for radar and communication

systems [49,58–62]. This is because MI maximization is related to the maximization of

the probability of detection in radar systems for a fixed probability of false alarm [58].

From a communications perspective, MI maximization is analogous to maximizing

the channel capacity of the communication systems [60]. Since MI maximization is a

convex optimization problem by definition, it becomes an attractive measure for JRC

system design as compared to other optimization criteria, like probability of detection

and Cramer-Rao bound, which generally yield non-convex problems [51].

In this chapter, we exploit the MI between the frequency-dependent target re-

sponse and the transmit waveform in order to optimize the radar performance. Sim-

ilarly, communication performance is optimized by allocating the radar subcarriers

to different communication users by using MI maximization as the criterion. For the

communication system, the problem has been discussed in terms of maximizing the

overall MI as well as achieving the worst-case MI for each user. Two optimization
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Figure 2.1. JRC system consisting of a dual-purpose transmitter perform-
ing radar and communication tasks simultaneously.

strategies are discussed and compared which optimize the two systems respectively

using a radar-centric design and a cooperative design.

2.1 Signal Model

We consider a JRC system consisting of a single-antenna dual-purpose transmit-

ter responsible for transmitting a dual-purpose radar-communication waveform in the

presence of one radar target and U CUs. The target response and communication

channels are assumed to vary with the frequency. The transmitter emits OFDM wave-

forms such that all the subcarriers are used by the radar, whereas these subcarriers

are further allocated to different communication users so as to enable a secondary

communication operation. Fig. 2.1 illustrates an example of such system whereas
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Radar sub-carriers
Sub-carriers for 
communication user 1

Sub-carriers for 
communication user 2

Figure 2.2. Subcarrier allocation and power distribution strategy for a
JRC system. Two communication users are shown in the example.

Fig. 2.2 illustrates an example power distribution among the subcarriers and their

allocation to the CUs.

The L-symbol OFDM vector x emitted from a dual-purpose transmitter, which

consists of K subcarriers with K ≤ L, can be represented as:

x = FIDFTs, (2.1)

where FIDFT is the L×K inverse discrete Fourier transform (IDFT) matrix, and each

column of FIDFT corresponds to an OFDM subcarrier having a unique subcarrier

frequency. Note that the columns of FIDFT are orthonormal, i.e., FH
IDFTFIDFT = IK .

In addition, s = [s1, · · · , sK ]T is a K × 1 vector whose elements correspond to the

amplitudes and phases of the respective OFDM waveforms.

We use quadratic phase shift keying (QPSK) in each subcarrier. As such, the

phase of sk carries the communication information in the kth subcarrier whereas its

magnitude determines the corresponding transmit power ξk = |sk|2, which will be

optimized later. The total transmit power of the OFDM signal is given as:

Ptotal = xHx = sHFH
IDFTFIDFTs = sHs =

K∑
k=1

ξk = tr{Ξ}, (2.2)

where Ξ = diag{ξ} is a diagonal matrix with ξ = [ξ1, · · · , ξK ]T. We denote the

maximum possible transmit power for the kth subcarrier by ξk,max and let ξmax =
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[ξ1,max, · · · , ξK,max]T, whereas the maximum total transmit power is represented by

Ptotal,max.

The transmitted OFDM signal is reflected by the target with frequency-dependent

characteristics and reaches the radar receiver. Denote h = [h1, · · · , hK ]T as the radar

channel coefficients, including the radar cross-section (RCS), for the K subcarriers,

and let h̃ = FIDFTh be the corresponding channel impulse response. Then, the

received signal at the radar receiver is expressed as:

ỹrad = h̃ ∗ x + ñ, (2.3)

where ñ is the zero-mean complex additive white Gaussian noise vector.

After performing the discrete Fourier transform, the K subcarriers of the received

OFDM signal are recovered as:

yrad = Hs + n, (2.4)

where H = diag(h), and n is the Fourier transform of ñ and denotes the zero-mean

additive white complex Gaussian noise vector in the K subcarriers. We assume that

the noise components in the K subcarriers are independent and identically distributed

with known covariance matrix Σn = diag{σ2
n,1, · · · , σ2

n,K}.

Similarly, the OFDM subcarriers reaching the CU u can be jointly expressed as

ycom,u = Gus + mu, u = 1, . . . , U, (2.5)

where Gu = diag(gu) and gu = [gu,1, . . . , gu,K ]T denotes the channel coefficients of

the K subcarriers associated with the uth CU. In addition, mu is the zero-mean ad-

ditive white complex Gaussian noise vector with a known covariance matrix Σmu =

diag{σ2
mu,1

, · · · , σ2
mu,K
}. Furthermore, the statistical properties of the radar and com-

munication channels are known to be h ∼ CN (0K ,Σh) and gu ∼ CN (0K ,Σgu),

where Σh = diag{σ2
h1
, · · · , σ2

hK
} and Σgu = diag{σ2

gu,1
, · · · , σ2

gu,K
} are K ×K diago-

nal matrices and 0K is the K × 1 vector of all zeros. Moreover, we assume that h

and n as well as gu and mu, u = 1, · · · , U , are mutually independent.
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2.2 Optimization Criteria

In this section, we develop the MI-based optimization criteria respectively for the

radar and communication subsystem of the JRC system.

2.2.1 Radar subsystem

We consider the MI between the dual-purpose transmit waveform and the frequency-

dependent target response h as the performance criterion for the radar subsystem

which can be stated as [60]:

I (yrad; h|s) = h(yrad|s)− h(yrad|h, s) = h(yrad|s)− h(n). (2.6)

Using Eq. (2.4), we can find the covariance matrix of yrad as [59]:

E
[
yrady

H
rad

]
= E

[
HssHHH + nnH

]
= ΞΣh + Σn, (2.7)

Thus, yrad|s ∼ CN (0,ΞΣh + Σn). Eq. (2.6) takes the following form [60]:

I(yrad; h|s) = log
[
(πe)K det (ΞΣh + Σn)

]
− log

[
(πe)K det (Σn)

]
= log (det (ΞΣh + Σn))− log det (Σn) .

(2.8)

Since ΞΣh is a diagonal matrix, we can express its determinant as the product of its

diagonal elements, thus yielding

I(yrad; h|s) = log

(
K∏
k=1

ξkσ
2
hk

+ σ2
n,k

σ2
n,k

)
=

K∑
k=1

log

(
1 +

ξkσ
2
hk

σ2
n,k

)
. (2.9)

2.2.2 Communication Subsystem

Now we consider the MI between the CU and the dual-purpose transmit waveform

as the performance criteria for the communication subsystem because maximizing the

MI is analogous to maximizing the data rate [60]. For the uth CU, the MI between

the transmitted OFDM signal s and the communication channel gu can be written

as [60]:

I (ycom,u; gu|s) = h(ycom,u|s)− h(ycom,u|gu, s) = h(ycom,u|s)− h(mu). (2.10)
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Because ycom,u|s ∼ CN (0K ,ΞΣgu + Σmu), we can re-write Eq. (2.10) as [60]:

I(ycom,u; gu|s) = log (det (ΞΣgu + Σmu))− log (det(Σmu)) . (2.11)

Since PΣgu is diagonal, Eq. (2.11) takes the following form:

I(ycom,u; gu|s) = log

[
K∏
k=1

ξH
k σ

2
gu,k

+ σ2
mu,k

σ2
mu,k

]
=

K∑
k=1

log

(
1 +

ξkσ
2
gu,k

σ2
mu,k

)
. (2.12)

2.3 Optimal Power Distribution and Subcarrier Allocation

In this section, we determine the optimal power for each subcarrier and its al-

location among the CUs for the optimal JRC operation. The radar subcarriers are

optimally allocated to the communication users to achieve the desired data rate such

that an individual subcarrier serves only one CU. This enables interference-free multi-

ple access by transmitting distinct data streams to different CUs over their dedicated

subcarriers. In the following, we discuss two optimization strategies for subcarrier

allocation and power distribution.

2.3.1 Radar-Centric Design

For this scenario, the optimization objective aims at maximizing the MI for radar

as in Eq. (2.9). This design gives supreme precedence to radar objectives and the

resulting subcarrier power distribution of the dual-purpose OFDM transmitter pro-

vides maximum MI for the radar operation. However, it does not guarantee that

the communication objectives are satisfied. The transmitted waveform can still be

used by the CUs in the vicinity of the dual-purpose transmitter. The ODFM sub-

carriers, whose individual powers for the optimal radar operation have already been

determined, are allocated to different communication users.
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Power distribution

Note that the MI in Eq. (2.9) is a concave function of ξ and the resulting convex

optimization takes the following form:

min
ξ

−
K∑
k=1

log

(
1 +

ξkσ
2
hk

σ2
n,k

)
s.t. 1T

Kξ ≤ Ptotal,max,

0K ≤ ξ ≤ ξmax,

(2.13)

The constraints emphasize the fact that the power of all OFDM subcarriers is bounded

by the total available power while the power of each subcarrier is bounded by the

maximum possible individual power.

Subcarrier allocation

In the following, we formulate a mixed-integer linear program (MILP) which des-

ignates the OFDM subcarriers to the individual CUs such that the communication

MI is maximized. In order to ensure interference-free multiple access, each subcarrier

is dedicated to a single CU. Note that the power of each subcarrier is already deter-

mined in (2.13) and the following optimization only allocates the subcarriers to the

CUs. Two different optimization criteria are considered.

The first criterion maximizes the sum communication MI, expressed as:

min
wk

−
U∑
u=1

K∑
k=1

wu,k log

(
1 +

ξkσ
2
gu,k

σ2
mu,k

)
s.t. 1T

Kwk = 1, wu,k ∈ {0, 1}, ∀u,∀k,

(2.14)

where wu,k is a binary selection variable, and wk = [w1,k, · · · , wR,k]T. If wu,k = 1, it

means that the kth subcarrier is assigned to the uth CU. Note that, in the underlying

scenario, it is possible that some communication users, which have poor channel

conditions, are ignored.

To avoid this issue, the second optimization criterion maximizes the worst-case

communication capacity to ensure that each communication user is served with a
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fair data rate, irrespective of their channel conditions. This is important for the

communication users who cannot tolerate being ignored in case they have bad chan-

nel conditions. We address this worst-case optimization problem by exploiting the

following min-max MILP:

min
wk

max
r

−
K∑
k=1

wu,k log

(
1 +

ξkσ
2
gu,k

σ2
mu,k

)
s.t. 1Twk = 1, wu,k ∈ {0, 1}, ∀u,∀k,

(2.15)

which can be equivalently written as:

min
wk

γmin

s.t. −
K∑
k=1

wu,k log

(
1 +

ξkσ
2
gu,k

σ2
mu,k

)
≤ γmin, ∀u,

1T
Kwk = 1, wu,k ∈ {0, 1}, ∀u,∀k.

(2.16)

Note that the power ξk for each subcarrier in the optimization (2.15) and (2.16)

was obtained from (2.13). Although the optimization in (2.15) and (2.16) ensures

the worst-case MI for the communication users, we should be careful that, if some

communication users have an extremely low SNR, a worst-case optimization might

drain significant power in the poor communication channels, rendering the overall

communication performance to be very low.

2.3.2 Cooperative Design

Unlike the radar-centric design where the power of each subcarrier solely depends

on the radar objectives, a cooperative design enables cooperation from the radar. In

this case, radar shows some flexibility on the maximum possible MI it can achieve.

Power distribution

First, the optimization (2.13) is exploited to determine the maximum MI αopt the

radar can achieve. The radar then decides its flexibility parameter γflex whose value

varies between 0 and 1, where a higher γflex favors the radar objectives. In this way,
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the radar function allows the dual-purpose transmitter to vary the power allocation

such that the radar MI does not fall below γflexαopt.

The initial values of the subcarrier allocation coefficients wu,k can be either ran-

domly chosen, or optimized by (2.14) or (2.16). The following optimization then

achieves the acceptable radar objective while maximizing the overall communication

MI:

min
ξ

−
U∑
u=1

K∑
k=1

wu,k log

(
1 +

ξkσ
2
gu,k

σ2
mu,k

)

s.t. −
K∑
k=1

log

(
1 +

ξkσ
2
hk

σ2
n,k

)
≤ −γflexαopt,

1T
Kξ ≤ Ptotal,max,

0K ≤ ξ ≤ ξmax.

(2.17)

Subcarrier allocation

The optimal value of ξk obtained from (2.17) is fed back to (2.14) or (2.16),

depending upon which type of communication optimization criterion is required. The

optimization for power distribution (2.17) and that for subcarrier allocation (2.14)

or (2.16) are repeated iteratively until there is no significant change in the achieved

subcarrier allocation and power distribution. All these optimizations are solvable

using popular MILP solvers like Gurobi [63] and Mosek [64].

2.4 Numerical Results

Consider a JRC transmitter exploiting 32 subcarriers such that there is one radar

target and two CUs. The normalized target channel gains and the normalized com-

munication channel gains, respectively expressed as σhk
/σnk

and σgu,k/σmu,k
are illus-

trated in Fig. 2.3. The maximum possible subcarrier power and the total maximum

power are normalized to 10 units and 100 units, respectively. We use the Gurobi

solver [63] to solve for all the optimizations and the achieved MI for each case is

listed in Table I.
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Figure 2.3. Channel conditions for radar and communications.

(a) Maximum communication capacity optimization

(b) Worst-case communication capacity optimization

Figure 2.4. Power allocation and subcarrier distribution for radar-centric
design.

First, we discuss the radar-centric design. Fig. 2.4(a) shows the power allocation

for different subcarriers using the radar-centric design (2.13) that maximizes the MI

for radar. It can be observed that most of the power is allocated to the subcarriers



30

(a) Maximum communication capacity optimization

(b) Worst-case communication capacity optimization

Figure 2.5. Power allocation and subcarrier distribution for cooperative
design (γflex = 0.95).

which have a high target RCS. The subcarriers in the red and blue colors depict

the OFDM subcarriers respectively allocated to CUs 1 and 2 by maximizing the

overall communication MI as in (2.14). It is observed that, although the overall

communication MI is maximized, CU 2 is allocated only three low-power subcarriers

to enable its communication operation. Fig. 2.4(b) depicts the optimized results using

the worst-case optimization (2.16). We can see in Table I that more power is now

allocated to the 2nd CU as it has poorer channel conditions than the 1st CU in radar-

favored subcarriers. However, in Fig. 2.4(b), the overall communication MI is lower

than that in Fig. 2.4(a) as we can observe in Table I.

Next, we discuss the cooperative radar-communication design. For this purpose,

the radar’s objective is to achieve 95% of the maximum possible MI. Fig. 2.5(a) shows

the power allocation and subcarrier distribution for the case of maximum communi-
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Table 2.1.
Achieved mutual information for the single antenna-based JRC system

Radar-Centric Design Cooperative Design (γflex = 0.95)

Maximum Worst-case Maximum Worst-case

Comm. MI Comm. MI Comm. MI Comm. MI

I(yrad; h|s) 11.85 11.85 11.26 11.26

I(ycom,1; g1|s) 15.29 5.66 14.23 7.89

I(ycom,2; g2|s) 0.48 5.67 4.30 7.71

cation MI. We note in Table 2.1 that, although the radar MI is reduced, the overall

communication MI is improved. Similarly, Fig. 2.5(b) illustrates the worst-case op-

timization which maximizes the worst-case communication MI for both CUs at the

expense of reduced overall communication MI.

2.5 Remarks

In this chapter, we present a novel JRC system which exploits OFDM waveforms

for performing radar and communication operations simultaneously. A dual-purpose

OFDM transmitter is exploited which optimizes the transmit power of different sub-

carriers to fulfill the radar objectives. The same OFDM subcarriers are allocated to

different CUs to enable the communication objectives. The MI between frequency-

sensitive radar and communication channels is used as the optimization objective for

optimizing the system’s performance. We discussed the problem for radar-centric and

cooperative designs. Moreover, communication performance was discussed in terms of

maximum overall mutual information as well as the worst-case communication mutual

information. Simulation results show the comparison of the proposed strategies.
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CHAPTER 3

THROUGHPUT ENHANCEMENT OF BEAMFORMING

BASED JRC SYSTEMS

In this chapter, we focus on the communication data rate enhancement of existing

beamforming based JRC systems. We propose a novel QAM-based JRC strategy

which exploits sidelobe control and waveform diversity, simultaneously, to transmit

communication information. The proposed approach enables multi-user access such

that we can send distinct QAM based communication streams in different directions

while utilizing the same hardware resources as employed by the existing ASK and

PSK based techniques. In this context, the proposed technique can provide a higher

throughput compared to the conventional approaches, where multiplexing of commu-

nication information will be required to transmit different information to different

receivers.

It is important to note that the author has developed an ASK-based method [38]

which enables multiple access contrary to the aforementioned ASK-based methods.

This objective is achieved by simultaneously transmitting different sidelobe levels

towards the communication receivers located in different directions. However, we

omit the detail of that method because the following strategy discussed in this chapter

is a generalized form and [38] can be considered a special case of this strategy.

In contrast to the prior multi-user ASK-based scheme proposed by the author [38]

which employs varying sidelobe levels at different communication receivers, the pro-

posed strategy exploits varying sidelobe levels as well as phases of transmitted wave-

forms to further enhance the data rate. The data rate achieved by the proposed

QAM-based scheme is the sum of the data rate separately offered by the amplitude

and phase variations. Note that, unlike the existing PSK-based schemes [31–33],

which work only for ULAs to utilize the radiation pattern invariance property [57],
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the proposed approach also works for arbitrary arrays. Moreover, the proposed tech-

nique serves as the generalized mathematical model for the existing sidelobe ASK-

based JRC schemes. Simulation results demonstrate the effectiveness of the proposed

strategy.

The proposed QAM based sidelobe modulation scheme is different from the exist-

ing schemes in the following way:

• The proposed approach enables multi-user access. Different CUs can be served

with distinct communication streams, simultaneously. This is contrary to the

existing JRC schemes which transmit the same communication information to

all the users.

• The proposed approach embeds the communication information as a QAM sym-

bol containing the amplitude as well as the phase part. Existing schemes either

use ASK or PSK based schemes which result in the reduced data rate for the

same symbol space.

3.1 Proposed QAM Based Sidelobe Modulation

3.1.1 Signaling Strategy

We have observed that the existing ASK-based JRC approaches [26, 27, 29] can

only broadcast the same information to all the communication receivers by control-

ling the sidelobe levels during each radar pulse. Since the sidelobe levels towards

all the communication directions are same, it is impossible to enable multi-user ac-

cess, i.e., transmission of different information to the receivers located in different

directions is not feasible. On the other hand, the PSK-based JRC strategy can be

enabled to transmit distinct communication streams to different users ; however, the

use of radiation pattern invariance property [57] is restricted to ULAs only. More-

over, PSK-based schemes cannot exploit the diversity achieved by the ASK principle,

restricting the amount of data which can be transmitted. Nevertheless, it is possible

to increase the maximum possible data rate by varying sidelobe levels for different
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communication receivers and exploiting an efficient PSK-based JRC strategy. How-

ever, inability of ASK-based schemes to transmit different communication streams in

different directions makes the problem much more cumbersome.

In the proposed approach, a JRC system consisting of an arbitrary linear trans-

mit antenna array can serve different communication receivers located in the sidelobe

region with different communication information by exploiting QAM-based commu-

nication, i.e., utilizing both amplitude and phase information simultaneously. The

proposed JRC system is powered with two degrees-of-freedom (DOFs):

1. The information embedding exploits different amplitude levels to feed distinct

communication streams to multiple CUs located in different directions. Such

distinct information transmission is made possible by exploiting different side-

lobe levels in different directions simultaneously during each radar pulse. These

sidelobe levels are kept constant during each radar pulse which constitutes the

symbol period.

2. The JRC system can transmit the symbols with different phase differences in

different directions, thus providing an extra DOFs in addition to the provision

of multiple-level sidelobes.

The proposed scheme is analogous to QAM-based communication system as it

exploits amplitude as well as phase shift keying to enable the information embedding

using multiple radar waveforms. Moreover, we will show that the proposed scheme

serves as the generalized mathematical formulation of the existing JRC techniques

[26,29]. Fig. 3.1 show the transmit array-based JRC system transmitting high energy

towards the surveillance region, whereas the CUs are located within the sidelobe

region. Fig. 3.2 illustrates the basic principle of the proposed QAM-based sidelobe

communication approach.
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Figure 3.1. Transmit array-based JRC system.

The beamforming weight vectors for the proposed QAM-based communication

scheme can be extracted by solving the following optimization:

min
un

max
θr

∣∣ejϕ(θr) − uH
na(θr)

∣∣ , θr ∈ Θrad,

subject to
∣∣uH

na(θp)
∣∣ ≤ εsl, θp ∈ Θsl,

uH
na(θu) = ∆n(θu)e

jφn(θu), 1 ≤ u ≤ U, 1 ≤ n ≤ N.

(3.1)

Here, un is the n-th beamforming weight vector resulting in sidelobe level ∆n(θu)

and phase ejφn(θu) towards the u-th communication receiver located at θu. Note that

the sidelobe level ∆n(.) and the projected phase ejφn(θu) are functions of angle θu

of the communication receivers. Each sidelobe level term ∆n(θu) can take any of

the L allowable sidelobe levels and each phase term ejφn(θu) can take any of the Q

allowable phases. The beamforming weight vector un in Eq. (3.1) is constructed using

U communication constraints, each corresponding to the desired sidelobe level and
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Figure 3.2. The proposed JRC strategy using QAM-based sidelobe mod-
ulation.

phase towards the communication receiver located at different angles θu (1 ≤ u ≤ U).

Here, ε is the maximum allowable sidelobe level.

The possibility of having L unique sidelobe levels and Q unique phases results in

LQ unique combinations for the term ∆n(θu) e
jφn(θu) towards θu. However, each of

the U communication constraints selects only one distinct value of ∆n(θu)e
jφn(θu) out

of the LQ possible values for evaluating the beamforming weight vectors. Note that

the values of ∆n(θu)e
jφn(θu) can be different in different directions θu, thereby enabling

multi-user access, i.e., ensuring independent communication streams towards different

directions. Since there are LQ possible values of ∆n(θu)e
jφn(θu) at each communication

receiver, there will be a total of (LQ)U possible communication constraints for the

U users. A beamforming weight vector un is designed by selecting U constraints

out of the total (LQ)U constraints. Therefore, we can generate N = (LQ)U unique
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Figure 3.3. The proposed QAM-based JRC approach using QAM-based
sidelobe modulation (coefficients bn,k are the function of τ).

beamforming weight vectors using Eq. (3.1) such that each beamforming weight vector

projects a unique set of U QAM symbols towards the communication directions. The

desired beamforming weight vector corresponding to the required amplitude levels

and phases towards communication directions can be selected from the set of (LQ)U

beamforming weight vectors for information transmission.

For the proposed approach, it is possible to transmit radar waveforms with the

same (broadcast case) or different (multi-user access case) information by respectively

choosing the same or different sidelobe levels and phases at all the communication

receivers simultaneously. The signal transmitted from the JRC antenna array is

expressed as:

s (t, τ) =

√
P

K

K∑
k=1

U∗bk(τ)ψk (t), (3.2)

where U = [u1, u2, . . . ,uN ] is an M ×N matrix which serves as the dictionary

of N beamforming weight vectors optimized using Eq. (3.1), and bk(τ) = [b1,k(τ),

b2,k(τ), . . . , bN,k(τ)]T is an N × 1 binary selection vector selecting the desired beam-
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forming weight vector from the dictionary U for each transmitted waveform ψk(t).

Moreover, t is the fast time and τ is the slow time index. 1 All the elements in bk(τ)

are 0 except only one element which is equal to 1. We utilize K(≤ K̂) orthogonal

waveforms during each radar pulse and it is possible to use different values of K for

each pulse. Note that the individual sidelobe levels and phases towards each commu-

nication receiver obtained by the weight vectors present in U are not the same, thus

enabling us to transmit distinct QAM-based communication streams towards each

communication receiver.

The proposed transmission scheme allows L unique sidelobe levels and Q unique

phases at each receiver, each transmitted waveform carries log(LQ) bits of distinct

information for each receiver. The proposed signaling strategy is outlined in Fig. 3.3.

The transmitted signal s(t, τ) can be rewritten in a compact form as:

s (t, τ) =

√
P

K
UB(τ)ψψψ (t) , (3.3)

where

B(τ) =
[

b1(τ), b2(τ), · · · , bK(τ)
]
,

ψψψ (t) =
[
ψ1(t), ψ2(t), · · · , ψK(t)

]T

.
(3.4)

The radar system transmits waveforms in the form of pulses. For this purpose,

we define coherent communication as the protocol where the start time of pulses is

always known at the communication receivers. On the other hand, communication re-

ceivers are blind about the pulse start time in non-coherent communication. For both

protocols, we assume that all the radar waveforms are known at the communication

receivers. Since the start time of the pulses are known for coherent communications,

all the orthogonal waveforms can be used to transmit information. On the other

hand, a reference waveform (pilot tone) is reserved in non-coherent communication

to detect the start time of the pulses. This is achieved by the sliding window matched

filtering with the reference waveform.

1See Section A of Appendix A for detail.
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For the case of coherent communications where carrier synchronization is not an

issue, the transmitted information in the direction θu can be expressed as:

GT (θu) = uH
na(θu) = ∆n(θu)e

jφn(θu), 1 ≤ n ≤ N, (3.5)

where ∆n(θu) and ejφn(θu) vary with respect to θu.

For the case of non-coherent communications where it is difficult to achieve carrier

synchronization, we can exploit a reference waveform ψ1(t) along with a reference

beamforming vector u1 (collectively forming the reference pilot tone). In this way,

the transmitted information in the direction θu can be expressed as:

GT (θu) =
uH
na(θu)

uH
1 a(θu)

, 2 ≤ n ≤ N. (3.6)

Note in Eqs. (3.5) and (3.6) that un varies with τ depending on the value of bk(τ) in

Eq. (3.2), and GT(θu) provides an estimate of the transmitted QAM symbol, where

|GT(θu)| and ∠{GT(θu)} respectively represent the amplitude and the phase compo-

nents of the transmitted QAM symbols in the communication direction θu.

3.1.2 Information Decoding at Communication Receivers

The signal received at the u-th communication receiver located in the sidelobe

region at angle θu can be described as:

xu(t, τ) = αu (τ) aT (θu) s (t, τ) + n (t) , (3.7)

where αu(τ) is the complex-valued channel response which is considered constant

during each radar pulse, and n(t) is the zero-mean complex white Gaussian noise.

Matched filtering the received signal xu(t, τ) in (3.7) to each of the K̂ possible wave-

forms at the u-th communication receiver yields the following scalar output:

yu,k(τ) =
1

T

T∫
t=0

xu (t, τ)ψk (t) dt

=


√

P
K
αu(τ)∆n(θu)e

jφn(θu) + nk(τ), if ψk(t) was transmitted,

nk(τ), otherwise.

(3.8)
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Here, nk(τ) is the zero-mean complex white Gaussian noise at the output of the

matched filter. By analyzing yu,k(τ) at the u-th receiver using all radar waveforms

ψk(t), 1 ≤ k ≤ K̂, it is possible to determine the transmitted sidelobe levels ∆n(θu)

and phases ejφn(θu) which decodes the embedded communication information.

For the case of coherent communication, the receiver at θu determines the trans-

mitted QAM signals during each radar pulse as:

GU(θu) = yu,k(τ). (3.9)

For the case of non-coherent communication, yr,1(τ) is considered as the reference,

and the receiver determines the transmitted QAM signals during each radar pulse as:

GU(θu) =
yu,k(τ)

yu,1(τ)
. (3.10)

In Eqs. (3.9) and (3.10), GU(θu) denotes the received QAM communication symbol

having magnitude |GU(θu)| and phase ∠{GU(θu)} at the receiver located at angle θu.

We can observe that the proposed multi-waveform sidelobe QAM-based signaling

strategy treats each of the existing JRC techniques discussed in [27, 33, 35, 38] as a

special case. Table 3.1 shows the parameters which can be changed in Eq. (3.2) to

yield these existing JRC signaling methods. This implies that the proposed signaling

scheme represents a generalized mathematical framework of existing JRC schemes.

The following proposition addresses the number of users which can be supported

by the proposed JRC technique.

Proposition 1: For the JRC system consisting of an M -element uniform linear

array (ULA), the number of maximum possible supportable CUs located in unique

directions is M − 1.

Proof: For the case of ULA, we can consider the beamforming weight vector in Eq.

(3.1) as a polynomial of degree M − 1 having a maximum of M − 1 unique roots.

If all these M − 1 roots correspond to the equality constraints in Eq. (3.1), it may

still be possible to solve for other constraints without losing any DOFs in ideal cases.

However, some of the DOFs might be utilized to satisfy the inequality constraint
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and the minimization function in Eq. (3.1). Thus, the maximum possible number of

supported CUs located in distinct directions for ULA is M − 1.

3.1.3 Sum Data Rate Analysis

In this section, we evaluate the sum of the number of bits which can be transmitted

during one radar pulse using the proposed QAM-based JRC technique to the sidelobe

communication receivers located at distinct angles. We consider U receivers utilizing

L(≥ 1) sidelobe levels and Q(≥ 1) phase constellations with LQ > 1 such that

K ≤ K̂ fixed number of orthogonal waveforms are used during each radar pulse. The

following proposition addresses the achievable data rate.

Proposition 2: The maximum data rate achieved from the proposed QAM-based

JRC strategy is UK log(LQ) for coherent communication.

Proof: According to Eq. (3.2), for each radar waveform ψk(t), we can transmit L

possible sidelobe levels and Q distinct phases to each communication receiver. Thus,

each communication receiver deciphers log(LQ) bits of distinct information during

each radar pulse for each of the K transmitted radar waveforms. Therefore, the sum

data rate for all the U communication receivers becomes UK log(LQ) for the case

of coherent communications. Similarly, the sum data rate offered by the proposed

strategy for non-coherent communication is U(K−1) log(LQ) if one waveform is used

as the reference waveform.

The achievable data rate offered by the proposed QAM-based information embed-

ding strategy is compared with existing JRC methods [26,27,35,38] in Table 3.1. It is

evident that the proposed technique outperforms existing approaches in terms of over-

all throughput or sum data rate because it benefits from multiple sidelobe levels and

phase possibilities simultaneously at different communication receivers. Moreover,

the ability to transmit different information streams (sidelobe levels and phases) to

different users further enhances the maximum achievable data rate.
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Table 3.1.
Comparison of beamforming-based JRC systems

Signaling

Strategy

Parameters for

Eq. (3.1)–(3.2)

Maximum

data rate

(bits/pulse)

Sidelobe AM [27]
K = 1, N = L ≥ 2,

Q = 1, U = 1.
logL

Multiwaveform

ASK [28,35]

N = L = 2, Q = 1,

fixed K(≤ K̂), varying U,

u1 = ulow,u2 = uhigh,

b1,k(τ) = 1− b2,k(τ)

K logL

Multi-waveform

single-level ASK [30]

N = L = 1, Q = 1,

u1 = uhigh,

varying K and U ,

For all zeros:

K = 1, b1,K = 1

else:

b1,1 = 0, b1,k = 0 or 1,

K̂∑
k=2

b1,k =K.

K ≤ K̂

Multi-user ASK [38]
varying N,L,U,K,

Q = 1, 1 < K ≤ K̂
UK logL

Multi-waveform

coherent PSK [33]

N = L = 1,u1 = uhigh,

fixed K(≤ K̂),

varying U and Q(≥ 2).

K logQ

Multi-waveform

non-coherent PSK [33]

N = L = 1,u1 = uhigh,

fixed K(2 ≤ K ≤ K̂),

varying U and Q(≥ 2)

(K − 1) logQ

Coherent Multi-user QAM

(proposed) [46]
varying N,L,U,Q,K UK log(LQ)

Non-coherent Multi-user

QAM (proposed) [46]

varying N,L,U,Q,K,

1 < K ≤ K̂
U(K − 1) log(LQ)
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3.2 Simulation Results

In this section, we present simulation results to illustrate the performance of the

proposed QAM-based JRC strategy. In all simulations, we consider a ULA of 10

transmit antennas to serve two CUs located in the sidelobe region of the radar. We

have used CVX toolbox [65–68] with MATLAB to solve all the optimizations. More-

over, the communication system protocol is also modeled in MATLAB.

3.2.1 Beampattern Synthesis and Data Rate Analysis for Equal Number

of Sidelobe Levels and Phase Constellations

We consider that the JRC system is capable of projecting two sidelobe levels and

transmitting the waveforms with two different phases towards the communication

receivers located in the sidelobe region at angles 35o and 45o, respectively. For this

case, we have U = L = Q = 2. Here, the primary function of the radar is to project

the main beam at 0o. For the communication purpose, ASK- and PSK-based schemes

will have the ability to exploit only the magnitude or phase variation, respectively.

In contrast, the QAM-based scheme can utilize the variation in both magnitude as

well as the phase of the transmitted waveform.

Fig. 3.4(a) shows the transmit power pattern corresponding to two beamforming

weight vectors for multi-waveform ASK [29]. These beamforming vectors respectively

broadcast the amplitude of either −30 dB or −40 dB in the directions of communica-

tion receivers. The sidelobe level at both communication receivers also remains identi-

cal for the existing ASK-based schemes [29] during each radar pulse. For PSK-based

method [33], two beamforming vectors are generated to have the same magnitude

response but different phase response in the directions of communication receivers.

Fig. 3.4(b) shows the power pattern of these beamforming weight vectors projecting a

sidelobe level of −32.61 dB at both communication receivers. Each of the two beam-

forming vectors for the PSK-based method broadcast a unique phase towards all the

communication receivers during each radar pulse. Just like ASK-based methods, the

transmitted information is broadcast to all the CUs.
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Figure 3.4. Beampatterns for JRC strategies (U = 2, Q = 2, L = 2): (a)
Multi-waveform ASK-based method [35], (b) Multi-waveform PSK-based
method [35], (c) Proposed QAM-based method [46].



45

Unlike the ASK-based technique, the QAM-based method can assign different

sidelobe levels at the two communication receivers. Moreover, in contrast to the ex-

isting PSK-based strategy, the proposed QAM-based technique can transmit different

phases to different receivers at the same time. Thus, the QAM-based strategy can

independently project two different levels of amplitudes as well as phases at the two

receivers so as to transmit distinct information to each user. We can generate 16

beamforming weight vectors for U = 2, L = 2, Q = 2 using Eq. (3.1). Fig. 3.4(c)

shows the four possible power patterns for the proposed QAM-based scheme gener-

ated using Eq. (3.1). Since the number of possible transmitted phases towards each

receiver are 2, each beampattern for the QAM-based scheme corresponds to four dis-

tinct beamforming weight vectors projecting the same magnitude but different phase

responses towards the two communication receivers.

Let us examine the achievable throughput (sum data rate) for this experiment.

Note that the average power transmitted to each communication receiver is kept

constant for all the three schemes. For a single radar waveform, the ASK-based

method exploiting two sidelobe levels will be able to transmit (broadcast) logL = 1 bit

per waveform for each radar pulse. Coherent PSK-based method utilizing two phase

options will also be able to broadcast logQ = 1 bit per radar waveform for each radar

pulse. On the other hand, the coherent QAM-based information embedding strategy

is able to transmit 2 bits per user resulting in a total throughput of U log(LQ) =

4 bits transmitted using each radar waveform during each radar pulse. For two

waveforms, this data rate for all the coherent schemes will double. The non-coherent

schemes will utilize one waveform as the reference and one waveform will be used

for communication purpose; therefore, the data rate of coherent scheme will be half

compared to the coherent counterpart if two orthogonal waveforms are utilized. Fig.

3.6 shows the maximum throughput with respect to the number of available waveforms

for this simulation parameters (U = L = Q = 2). The simulation results clearly

illustrate the superiority of our proposed technique in terms of sum data rate.
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Figure 3.5. Beampatterns for JRC strategies. (a) Multi-waveform ASK-
based method [35], (b) Multi-waveform PSK-based method [33], (c) Pro-
posed QAM-based method [46].
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Figure 3.6. The comparison of throughput for the case of U = L = Q = 2
and varying number of available waveforms.

3.2.2 Bit Error Rate Analysis for Same Overall Throughput

In the second example, we investigate the possibility of synthesizing beamforming

weight vectors for the case of extended radar’s main beam and compare the bit error

rate (BER) for the JRC strategies by keeping the sum data rate and transmitted

power constant.

We consider two CUs (U = 2) at 35o and 42o with respect to the JRC transmit

antenna array. The desired main lobe region is from −10o to 10o and two orthogonal

waveforms (K = 2) are available to the JRC system. The objective is to transmit 4

bits of information to each CU (a total throughput of 8 bits).

For the case of multi-waveform ASK [35], we have to design 16 beamforming weight

vectors having sidelobe levels uniformly distributed from 0 to 0.1 towards the intended

communication directions (L = 16, K logL = 8 bits throughput). For the PSK-based
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technique [33], 16 beamforming vectors having sidelobe level of 0.2347 towards the

CUs are synthesized such that the respective phases of these beamforming vectors

at the receivers is uniformly distributed from 0o to 360o (Q = 16, K logQ = 8 bits

throughput).

Since there are only two available waveforms, the non-coherent PSK will have 32

beamforming weight vectors to match the data rate because one waveform will be used

as a reference to realize non-coherent communications (Q = 32, (K − 1) logQ = 8).

For the case of the proposed coherent QAM-based sidelobe modulation, we have

generated 16 beamforming vectors using Eq. (3.1) such that there are a total num-

ber of four groups of QAM-based beamforming weight vectors corresponding to the

same amplitude response. Each group comprises four beamforming weight vectors

corresponding to unique phase combinations at the both communication receivers.

We have the ability to transmit waveforms towards the communication receivers with

two distinct power levels and four phase possibilities. In a similar manner, the non-

coherent QAM-based strategy will result in the generation of 32 beampatterns such

that we have the ability to project the radar waveforms at two power levels and four

unique phase constellations at each communication receiver.

The beampatterns for the designed beamforming vectors for the case of ASK, PSK

and QAM-based information embedding is shown in Fig. 3.5. We observe that the

multi-waveform ASK and all the coherent communication based algorithms result in

an equal number of beamforming weight vectors. Moreover, non-coherent based JRC

techniques also have the same number of beamforming vectors.

Fig. 3.7 compares the BER performance of the proposed technique with existing

techniques. For error reduction, all the symbols for the JRC transmission schemes are

grey coded before transmission. We observe that the proposed QAM-based method

is more capable to resilient to noise compared to existing JRC techniques. This is

because the proposed QAM-based method is designed to offer a higher throughput

with the same resources and, therefore, results in increased distance between the

signals in the symbol space. The QAM symbol space in this simulation contains 8

symbols compared to 16 symbols each for PSK and ASK, respectively. In addition
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Figure 3.7. Bit error rate analysis for the multi-waveform ASK-based
method [29], multi-waveform PSK-based method (coherent and non-
coherent case) [33] and the proposed QAM-based method (coherent and
non-coherent case).

to this, 8-QAM symbols are distributed as two levels of amplitudes and 4 levels of

phases which further increases the effective distance between the transmitted symbol

constellations. This increased distance between the symbol constellations along with

the flexibility to transmit different symbols to different users results in reduced BER

for the proposed QAM-based technique. Moreover, the coherent communication based

methods have better performance compared to the non-coherent counterparts because

the number of symbols in the symbol space is increased for the latter, resulting in

higher error rates. However, the proposed non-coherent QAM-based information

embedding strategy still outperforms the existing methods in terms of the BER.
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In short, the simulation results illustrate the effectiveness of the proposed QAM-

based information embedding in comparison to the existing schemes in terms of BER

and the overall throughput of the communication system.

3.3 Remarks

A novel multi-waveform QAM-based scheme exploiting sidelobe control and wave-

form diversity was proposed, which enables the transmission of distinct communica-

tion information to the communication receivers located in distinct directions. The

information embedding has been discussed for coherent as well as non-coherent com-

munication cases. Compared to the existing ASK and PSK-based signaling strate-

gies, the proposed method achieves higher transmission capacity by simultaneously

enabling both amplitude and phase shift keying in the radar sidelobe region. More-

over, the ability to transmit distinct information in different directions enhances the

sum data rate by a factor of number of CUs. As such, the proposed signaling strat-

egy also serves as a generalized mathematical framework of existing JRC strategies.

Simulation results evidently verify the effectiveness of the proposed scheme.
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CHAPTER 4

CHANCE CONSTRAINED BEAMFORMING FOR JRC

SYSTEMS

We present an intelligent sensor array-based joint radar-communication system which

exploits chance constrained programming to develop a robust beamforming design.

Probabilistic chance constraints are introduced for the communication operation

where the communication objectives are achieved with a desired success rate in the

presence of communication channel uncertainties. In the presence of communication

channel uncertainties, such an approach will ensure the communication system quality

in a probabilistic sense. Our communication objective will be to achieve the desired

communication signal power at communication receivers with a specific probability.

For this purpose, we assume non-stationary communication channels such that their

statistical profile is known to the intelligent sensor array. Using this statistical profile,

we then relax the chance constraints to their equivalent convex deterministic coun-

terparts [69]. Simulation results illustrate the performance of the proposed strategy.

4.1 Joint Radar-Communication System

Consider a JRC system equipped with an M -element linear intelligent sensor array

of an arbitrary configuration. There are R single-antenna communication receivers

located in the sidelobe region of the radar. The JRC system employs K orthogonal

waveforms ψ1(t), ψ2(t), · · · , ψK(t) such that

1

T

∫ T

0

ψk1 (t)ψ∗k2 (ζ)dt = δ (k1 − k2) δ (t− ζ) , (4.1)

where 1 ≤ k1, k2 ≤ K, t is the fast time, T is the pulse duration, ψk2(ζ) is the time

delayed version of ψk1(t) delayed by ζ (< T ), and δ(·) represents the Kronecker delta

function.
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Both radar and communication operations are performed by the same transmit ar-

ray exploiting their respective waveforms ψrad(t) and ψcom(t). The mutual interference

between the radar and communication systems is mitigated by employing orthogonal

waveforms and spatial filtering. Similar to [47], we assume that ψrad(t) = ψ1(t) and

ψcom(t) is selected from the remainder of the K − 1 orthogonal waveforms depending

on which information is transmitted.

4.1.1 Beamformer Design

During each radar pulse, the JRC system exploits two beamforming weight vectors

urad and ucom which correspond to the waveforms ψrad(t) and ψcom(t), respectively.

Denote a(θ) as the array response vector of the transmit JRC array in the direction

θ, and θrad as the direction of the radar main lobe, whereas Θcom is the set containing

the directions of all the CUs. Note that all the CUs are located in the sidelobe of

the radar, i.e., Θcom ⊂ Θc
rad, where Θc

rad represents the radar sidelobe region which

excludes the main lobe and its corresponding transition region.

The beamforming weight vectors urad and ucom can be designed as [69]:

min
urad,ucom

uH
radurad + uH

comucom

subject to uH
rada(θrad) = 1,

uH
rada(θu) = 0, θu ∈ Θcom,

uH
rada(θrad,sl) ≤ αrad, θrad,sl ∈ Θc

rad,

uH
coma(θrad) = 0,

uH
coma(θu) ≥ ∆u, θu ∈ Θcom,

(4.2)

where αrad denotes the worst-case amplitude level of the radar waveform towards

all the angles θrad,sl in the radar sidelobe region Θc
rad and ∆u > 0 is the desired

communication amplitude transmitted towards the uth communication receiver. Due

to the power minimization objective of the above optimization, the communication

amplitudes will always approach ∆u, i.e., uH
coma(θu) = ∆u (note that the imaginary

part is equal to zero). Since urad and ucom are designed to be orthogonal in the radar
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and communications directions, we may choose ∆u to be higher than αrad without

compromising the radar operation. Note that, as ∆u is real, the imaginary part of

uH
coma(θu) approaches zero.

4.1.2 Signaling Strategy

The JRC system exploits the dictionary of communication waveforms which is

assumed to be known at the communication receivers. This dictionary is given by

Ψ(t) = [ψ2(t), ψ3(t), · · · , ψK(t)]T. (4.3)

The composite signal transmitted from the JRC platform during each radar pulse is

represented as [47]:

x(t, τ) = u∗radψrad(t) + u∗comψcom(t), (4.4)

where τ is the slow-time index, ψrad(t) = ψ1(t), and ψcom(t) is given by

ψcom(t) = βT(τ)Ψ(t), (4.5)

where β(τ) is a (K − 1)× 1 binary selection vector which specifies the desired com-

munication waveform from the dictionary Ψ(t) for each slow-time index given that

βT(τ)1K−1 = 1,∀τ .

For the time-invariant communication channels, i.e., the channels do not change

with the slow time τ , we denote the channel gain between the JRC transmitter and

the uth communication receiver as hu. Then, the received signal at the uth CU takes

the following form:

su(t, τ) = hux
T(t)a(θu) + nu(t) = hu∆̃uψcom(t) + nu(t), (4.6)

where ∆̃u ≥ ∆u and nu(t) is the additive complex white Gaussian noise

The communication information is extracted at the communication receivers by

estimating the modulated waveform transmitted by the JRC transmit array during
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each radar pulse. This is performed by matched filtering of the received signal in Eq.

(4.6) with all the communication waveforms as:

ru(τ) =
1

T

∫ T

t=0

s (t, τ)ψk (t) dt

=

hu∆̃u + ñu(τ), if ψk(t) was transmitted,

ñu(τ), otherwise,

(4.7)

where ru(τ) is the output of the matched filter during the slow-time index τ and ñu(τ)

is the corresponding noise output at the uth communication receiver.

4.2 Chance Constrained Beamforming Design for JRC System

In this section, we present chance constrained beamforming for the JRC system

under Rayleigh fading communication channels. Our objective is to optimize the

communication performance of the system by incorporating robustness in the beam-

former design against communication channel uncertainties through the exploitation

of chance constraints. The resulting nonlinear optimization is further relaxed into a

convex form by employing the information of probability density function (PDF) of

the channel conditions.

4.2.1 Incorporating Robustness through Chance Constraint

We assume that the magnitude of the communication channel gain for different

radar pulses follows the Rayleigh distribution, i.e. the communication channels vary

with the slow time τ , such that |hu(τ)| = h̄uh̃u,∀τ , where h̄u is a constant accounting

for the propagation loss and h̃u ∼ R(σu) with R(σu) denoting Rayleigh distribution

with scale parameter (mode) of σu. Such a model is relevant as long as the large-scale

channel parameters remain constant. Note that |hu(τ)| will follow R(h̄σu).

At the uth communication receiver, the required minimum signal amplitude is

∆̄u = h̄u∆u. This amplitude requirement is satisfied by (4.2) for non-fading channels.

For fading channels, however, the communication channel gain |hu(τ)| is a stochas-

tic process, and the worse-case value of the received signal amplitude at the uth
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communication receiver, ∆u|hu(τ)| = ∆̄u|hu(τ)|/h̄u, varies over time. Therefore, the

desired communication objective is ensured only if |hu(τ)|/h̄u = h̃u ≥ 1 holds. As

|hu(τ)| ∼ R(h̄uσu), the achieved signal amplitude at the uth communication receiver

can fall below the desired amplitude with a probability P(|hu(τ)| < h̄u) = P(h̃u < 1).

This illustrates the suboptimal performance exhibited by the optimization (4.2)

and emphasizes a need for robust design which incorporates these channel uncertain-

ties.

In order to maintain the communication signal level to be higher than the desired

amplitude with a required probability, we employ chance constrained optimization as

follows [69]:

min
urad,ucom

uH
radurad + uH

comucom,

subject to uH
rada(θrad) = 1,

uH
rada(θu) = 0, θu ∈ Θcom,

uH
rada(θrad,sl) ≤ αrad, θrad,sl ∈ Θc

rad,

uH
coma(θrad) = 0,

P
(
uH

coma(θu)h̃u ≥ ∆u

)
≥ η, θu ∈ Θcom,

(4.8)

where η is the desired probability ensuring the quality of service such that the con-

straint uH
coma(θu)h̃u ≥ ∆u should be true. Since uH

coma(θu) has a zero imaginary

part, uH
coma(θu)h̃u always represents the real transformation of the Rayleigh random

variable h̃u.

The optimization problem (4.8) ensures that we achieve the received communica-

tion signal level higher than the desired amplitude with a probability η. Such strategy

is practical as it will subsequently result in a controlled BER for the communication

system by ensuring the desired signal power at the communication receivers.

Note that, if we directly modify the optimization problem (4.2) by replacing the

last constraint by uH
coma(θu) ≥ ∆u/h̃u, such strategy will try to ensure the desired

signal level of ∆̄u even if the communication channel undergoes deep fading, resulting

in significant power loss. In contrary, the proposed strategy (4.8) ameliorates this

requirement by ensuring the communication performance for the η × 100% of the
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communication interval. This implies that the chance constraints will not be satisfied

for (1 − η) × 100% of the slow time indexes in the worst channel conditions (left

tail of Rayleigh distribution where channel gain is significantly low), thus impeding

unnecessary power loss. Practically, the small probability of unsatisfactory signal

amplitude is compensated by channel coding to render the desirable BER performance

[70].

4.2.2 Convex Relaxation

The chance constraint-based optimization in (4.8) is difficult to solve due to its

nonlinearity and the dynamic behavior of the communication channel gain. In the

following, we relax this chance constraint into a deterministic constraint by employing

the statistical information of the communication channel gain. For this purpose, it is

assumed that the PDFs of the communication channels are either known or can be

obtained for the chance constraint problem under consideration.

Theorem 1: Denote Φ(c) = 1−e−c
2/2 as the cumulative distribution function (CDF)

of c ∼ R(1), and Φ−1(η) = [−2 ln(1 − η)]0.5 as the inverse function of Φ(c), where

η is the probability. Then, for a Rayleigh random variable a ∼ R(σa), the chance

constraint P{ya ≥ b} ≥ η is equivalent to yσaΦ
−1(1 − η) ≥ b where y and b are

positive constants.

Proof: Let Φa(a) denote the CDF of a. We can write

P{ya ≥ b} = P{a ≥ b/y} = 1− Φa (b/y) . (4.9)

Because a follows the distribution R(σa), its CDF is given by Φa(a) = 1− e−a
2/(2σ2

a).

The corresponding inverse function of Φa(a) takes the form Φ−1
a (η) = σaΦ

−1(η).
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The chance constraint under consideration subsequently takes the following forms:

P{ya ≥ b} ≥ η

=⇒ 1− Φa(b/y) ≥ η

=⇒ yΦ−1
a (1− η) ≥ b

=⇒ yσaΦ
−1(1− η) ≥ b.

Note that Φ−1(1−η) is always positive because the desired probability always follows

0 ≤ η ≤ 1 for 0 ≤ c ≤ ∞. Moreover, σaΦ
−1(1 − η) is a constant which makes the

above constraint deterministic and linear. �

In the above theorem, we see that the chance constraint can be relaxed into a

deterministic constraint using the PDF for the JRC case under consideration. Using

this theorem, we replace the chance constraint in (4.8) by the deterministic convex

(linear) constraint which results in the following convex optimization formulation [69]:

min
urad,ucom

uH
radurad + uH

comucom,

subject to uH
rada(θrad) = 1,

uH
rada(θu) = 0,

uH
rada(θrad,sl) ≤ αrad,

uH
coma(θrad) = 0,

uH
coma(θu)σuΦ

−1(1− η) ≥ ∆u.

(4.10)

In practice, we are usually interested in η ≥ 0.9 for efficient communication.

Several different values of η are considered in the simulation evaluations.

It is interesting to observe that for σu = 1, if η = 0.6065, Φ−1(1 − η) = 1 and

the optimization (4.10) becomes exactly the same as optimization (4.2). This implies

that the solution to the optimization (4.2) ensures the efficient communication only

for 60.65% of the communication time.
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Figure 4.1. Beamforming patterns for different desired probabilities η
(M = 25, θrad = 0o, θ1 = 20o, θ2 = 40o,∆u = 0.1, αrad = 0.1, σu = 1).

4.3 Simulation Results

In this section, we present simulation results illustrating the performance of the

JRC system exploiting the proposed chance constrained optimization. In all simu-

lation examples, the transmit JRC system is equipped with a 25-element uniform

linear array and the interelement spacing is half a wavelength. The radar main beam

is directed towards θrad = 0o, whereas two CUs are located at θ1 = 20o and θ2 = 40o,

respectively. The desired amplitude of the communication signal towards both CUs is

assumed to be ∆u = 0.1. The maximum allowable sidelobe level for radar waveform

is αrad = 0.1. We use the SDPT3 solver [71, 72] with the CVX [65, 66] toolbox for

solving the optimization problems.
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In the first simulation, we assume σu = 1 for all the communication channels. The

communication beampatterns have been plotted for the cases of η = 0.6065, 0.9, 0.99

and 0.999. Fig. 4.1 illustrates the beampatterns extracted for the radar and communi-

cation signals by employing the optimization (4.10). Note that the radar beampattern

is the same for all cases and its amplitude is below the desired sidelobe levels in its

sidelobe regions. Because the radar and communication waveforms are orthogonal to

each other, their mutual interference between the radar and communication directions

is small, i.e., the radar beampattern has nulls towards the communication directions,

and vice versa.

Now we consider the impact of the different values of probability η to the ampli-

tudes of communication beamformers in the directions of communication receivers.

It is observed that, in order to achieve the communication objective with a higher

probability, higher communication power is transmitted in the direction of CUs. The

results shown for η = 0.6065 render the results of optimization problem (4.2). In

this case, the power utilization is low, and the communication objective is achieved

only for 60.65% of the slow time indexes, corresponding to worse communication

performance among the results being compared here.

In the second simulation, we fix the probability η to be 0.9. The scale parame-

ter of Rayleigh distribution σu for underlying communication channels varies in this

simulation for different beamforming weight vectors. However, both CUs experience

the same channel conditions. It is observed again in Fig. 4.2 that radar and com-

munication beampatterns minimize their mutual interference. Moreover, as the scale

parameter of communication channels increases, less communication power is required

to ensure the success probability of η = 0.9 for the communication objectives. This

is because an increase in the scale parameter for Rayleigh distribution results in an

increase in the mean of the distribution which corresponds to higher channel gains.
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Figure 4.2. Beamforming patterns for different channel scale parameters
σu (M = 25, θrad = 0o, θ1 = 20o, θ2 = 40o,∆u = 0.1, αrad = 0.1, η = 0.9).

4.4 Remarks

In this chapter, we present the chance constrained programming-based optimiza-

tion strategy for JRC system. We introduce probabilistic constraints for the com-

munication operation which optimize the transmit power according to the channel

conditions and prevent the drain of communication power in case of momentous deep

fades. It is also observed that we need more communication power for the cases where

communication channels have lower gain or if a high communication success rate is

required. Simulation results illustrate the performance of the proposed strategy.
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CHAPTER 5

POWER-EFFICIENT MULTI-USER JRC SYSTEMS

In this chapter, we propose a novel JRC strategy to ensure maximum transmit power

in the radar main beam while exploiting directional power control and waveform

diversity. The primary radar objective is achieved without compromising the com-

munication information transmission to the users located in the sidelobe region of

radar. Unlike the conventional JRC schemes which transmit equal power in all the

radar waveforms [26, 27, 35, 46], the proposed method is able to control the transmit

power for each waveform towards radar and communication directions depending on

the target reflections. Optimized power allocation results in the highest SNR at the

radar receiver to improve target detection. The proposed approach enables multi-user

access by transmitting distinct communication symbols in different directions while

exploiting the same hardware resources as used by the existing methods [26,27,35,46].

Therefore, the proposed JRC strategy provides much greater flexibility in system de-

sign compared to other existing methods. Simulation results demonstrate the effec-

tiveness of the proposed JRC method.

Consider a JRC system consisting of M linear transmit array elements arranged

in an arbitrary fashion. The primary function of the JRC system is to ensure the

unperturbed radar operation while performing a secondary communication activity.

The objective of the radar operation is to maintain a desired magnitude of the radar

signal towards the radar main lobe. Moreover, the JRC system provides communi-

cation information to U users located in the sidelobe region of the radar in different

directions. Denote Ptotal as the total power transmitted by the antenna array and

ψ1(t), ψ2(t), . . . , ψK̂(t) as the K̂ mutually orthogonal waveforms which are available
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to the JRC system. Here, t is the fast time and each waveform ψk(t) (1 ≤ k ≤ K̂) is

normalized to unit average power such that:

1

Tp

∫ Tp

0

ψk1 (t)ψk2 (t)dt = δ (k1 − k2) , 1 ≤ k1, k2 ≤ K̂, (5.1)

where Tp denotes the radar pulse period. To realize the objectives of the JRC system,

different beamforming weight vectors are synthesized to enable multiple information

streams at the communication receivers while keeping the radar main beam at a

constant amplitude. The following optimization problem is formulated for this pur-

pose [46]:

min
un

max
θi

∣∣Gejϕ(θi) − uH
na(θi)

∣∣ , θi ∈ Θrad,

subject to
∣∣uH

na(θp)
∣∣ ≤ ε, θp ∈ Θsll,

uH
na(θu) = δue

jφ(θu), θu ∈ Θcom,

(5.2)

where Θrad denotes the directions at which the radar main beam operates, Θcom

contains the directions of communication receivers, and Θsll denotes the complement

set of Θrad ∪ Θcom representing the remaining sidelobe level. In addition, a(θ) is the

array manifold vector of the transmit antenna array at angle θ, G is the desired

magnitude of radar main lobe, and ϕ(θ) is the desired phase profile of radar at

angle θ. Further, un is the desired beamforming weight vector which achieves the

sidelobe level δu with phase φ(θu) at the communication receiver located at an angle

θu (1 ≤ u ≤ U). Each pair of δu and φ(θu) can take any of the L possible sidelobe levels

and Q allowable phase symbols, respectively. Moreover, un guarantees a sidelobe level

having a maximum value of ε in the sidelobe region Θsll.

The transmitted signal from the JRC system can be expressed as:

s (t, τ) =

√
Ptotal

K

K∑
k=1

Ubk(τ)ψk (t), (5.3)

where τ is the slow time, and U = [u∗1,u
∗
2, · · · ,u∗N ] is an M × N dictionary matrix

which includes N beamforming weight vectors optimized using Eq. (5.2) such that

each beamforming vector results in a unique set of amplitude levels and phase offsets in

the directions of communication receivers while keeping the radar beam at a constant

amplitude. In addition, bk(τ) = [b1,k(τ), b2,k(τ), · · · , bN,k(τ)]T is an N × 1 selection
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vector which chooses the desired beamforming weight vector uk from the dictionary

matrix U for each transmitted waveform ψk(t). All the elements in bk(τ) are zero

except only one element equal to 1. We utilize K (≤ K̂) orthogonal waveforms

during a radar pulse and it is possible to use different values of K for each pulse.

From Eq. (5.2), note that the amplitudes and phases of the transmitted waveforms

towards communication receivers in different directions can be distinct during each

radar pulse. Depending on the choice of N and K, different schemes [46] can be

realized using Eqs. (5.2) and (5.3).

5.1 Proposed Information Embedding Strategy

We observed that the existing JRC techniques do not optimize the maximum pos-

sible energy which can be transmitted in the direction of radar main beam. Moreover,

each waveform ψk(t) in the radar pulse is transmitted with an equal power towards

the main beam of radar. In practice, it is desirable that the radar beam be operated

on the highest possible amplitude to efficiently detect long-distance targets. In ad-

dition, modern radars change the power allocation for each transmitted frequency to

ensure the best performance when the RCS of the target is frequency-dependent [43].

Therefore, it is also important for future JRC systems to offer power allocation ca-

pabilities.

5.1.1 Proposed Information Embedding

In our proposed approach, we optimize the amplitude of each radar waveform

towards the radar main beam given the RCS-dependent power allocation for each

waveform. Fig. 5.1 shows the basic principle of the proposed method. We generate

K (≤ K̂) beamforming weight vectors uk such that each vector corresponds to one of

the available radar waveforms ψk(t) where 1 ≤ k ≤ K. The signal transmitted from

the JRC platform can be expressed in the following form:

s (t, τ) =
K∑
k=1

u∗k(τ)(τ)ψk (t), (5.4)
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Figure 5.1. The proposed JRC strategy.

where uk can be changed for each pulse time τ depending on the desired phase and

amplitude levels towards the radar beam and the CUs. The beamforming weight

vector uk can be calculated using the following optimization problem (note that τ is

omitted for notational simplicity) [45]:

max
uk

Gk

subject to
∣∣Gke

jϕk(θi) − uH
k a(θi)

∣∣ = 0, θi ∈ Θrad,

uH
k a(θu) = δue

jφ(θu), θu ∈ Θcom,∣∣uH
k a(θp)

∣∣ ≤ ε, θp ∈ Θsll,∑
θq

∣∣uH
k a(θq)

∣∣2 = Pk, θq ∈ Θall,

∑
θi

∣∣uH
k a(θi)

∣∣2 = γkPk, θi ∈ Θrad,

∑
θp

∣∣uH
k a(θp)

∣∣2 = (1− γk)Pk, θp ∈ Θ̄rad,

(5.5)
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where Gk is the amplitude of each transmitted waveform ψk(t) in the direction of the

radar main beam, and Pk denotes the total power available to the JRC platform for

the waveform ψk(t). Moreover, γk (γk ∈ [0, 1]) and 1 − γk, respectively, denote the

power proportion designated for radar operation and for radar sidelobes Θcom ∪ Θsll

by the waveform ψk(t). In addition, Θall contains all the angles from −90o to 90o

and Θ̄rad represents the complement set of Θrad. Note that the proposed approach

aims to maximize the transmitted power in the radar main beam while considering

the power allocated to radar and communication systems.

Alternatively, the optimization problem in Eq. (5.5) can be relaxed as a convex

optimization problem as follows [45]:

min
uk

−Gk

subject to
∣∣Gke

jϕk(θi) − uH
k a(θi)

∣∣ ≤ βtol, θi ∈ Θrad,

uH
k a(θu) = δue

jφ(θu), θu ∈ Θcom,∣∣uH
k a(θp)

∣∣ ≤ ε, θp ∈ Θsll,∣∣uH
k A(Θall)

∣∣
2
≤
√
Pk,∣∣uH

k A(Θrad)
∣∣
2
≤
√
γkPk,∣∣uH

k A(Θ̄rad)
∣∣
2
≤
√

(1− γk)Pk,

(5.6)

where βtol is the error tolerance for the desired radar beampattern in the main beam

and A(Θ) = [a(θ1), a(θ2), · · · , a(θj)] with {θ1, θ2, · · · , θj} ∈ Θ. From Eqs. (5.4)-(5.6),

the maximum power Prad and Pcom transmitted in the radar main beam and the

sidelobe region, respectively, can be expressed as:

Prad ≤
K∑
k=1

γkPk, Pcom ≤
K∑
k=1

(1− γk)Pk. (5.7)

Thus, the maximum power transmitted from antenna array is Ptotal = Prad + Pcom.

From Eqs. (5.4) and (5.6), it can be observed that different radar waveforms can

be transmitted with different power levels towards the main lobe. Moreover, we

have an added flexibility to maximize the transmitted power in radar main beam

while ensuring the communication performance within the power constraints for the
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communications and radar purpose. These power allocations can change with respect

to target response and communication environment.

For example, we can control the maximum transmitted energy of each frequency

component for the transmission based on OFDM by controlling the power Pk of the

corresponding subcarrier ψk(t). This can be helpful to enhance the target character-

ization with frequency-dependent RCS [43]. In this context, a higher SNR can be

achieved by maximizing the radar amplitudes in the frequencies where RCS is high

(by selecting appropriate Pk and γk). This strategy results in an improved SNR for

radar receiver, whereas CUs are still entertained with all the desired frequencies by

allowing (1− γk)Pk power towards the radar sidelobe region.

5.1.2 Detection Communication Receiver

The signal received at the rth communication receiver at the angle θu can be

expressed as:

xu(t, τ) = hu (τ) aT (θu) s (t, τ) + nu (t) , (5.8)

where hu(τ) is the channel coefficient summarizing the propagation environment be-

tween the transmit array and rth CU, and nu(t) is the zero-mean additive white

Gaussian noise. Matched filtering of the received signal xu(t, τ) to each of the K

(≤ K̂) possible waveforms at the rth communication receiver yields the following

scalar:

yu,k(τ) =
1

Tp

∫ Tp

0

xu (t, τ)ψk (t) dt

=


√

Ptotal

K
αu(τ)δu + nu,k(τ),if ψk(t) transmitted,

nu,k(τ), otherwise,

(5.9)

where nu,k(τ) is the noise at the output of kth matched filter. By analyzing yu,k(τ)

at the rth communication receiver located in the direction of θu, the receiver can de-

termine the respective amplitude and phase to decode the embedded communication

information.
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5.1.3 Sum Data Rate Analysis

We calculate the sum data rate which can be received by the U sidelobe CUs

located in distinct directions within the sidelobe region of the radar. Considering K

orthogonal waveforms, L sidelobe levels, and Q phases for each CU, Eq. (5.4) can

be utilized to determine the information capacity during each radar pulse. It can

be observed that log(LQ) bits can be transmitted with each radar waveform ψk(t)

at each communication receiver when L sidelobe levels and Q phases are exploited.

This implies that the total number of bits which can be transmitted during each

radar pulse is UK log(LQ). It is important to note that the information streams

transmitted to each communication receiver may or may not be distinct, respectively

corresponding to multi-user access and broadcast modes.

5.2 Simulation Results

We consider a ULA consisting of 20 transmit antennas. The primary function of

the radar is to form a main beam between −5o and 5o. There are two communication

receivers (U = 2) located in the sidelobe region at 40o and 50o, respectively. For

each CU located at θu (1 ≤ u ≤ U), we consider two possible sidelobe levels (L =

2) and two different phases (Q = 2). These corresponding sidelobe levels δu can

either be 0.1 (i.e., −20 dB) or 0.0316 (i.e., −30 dB) at each communication receiver

during each radar pulse. Similarly, the projected phases φ(θu) at each communication

receiver can take a value of 0 or π radians. Using Eq. (5.6), we can generate the

beamforming weight vectors which satisfy these specifications. We exploit K = 1, 024

OFDM subcarriers with a bandwidth of 100 MHz centered at 3 GHz to achieve the

JRC objectives. For the case of equal power transmission through all the OFDM

subcarriers (i.e., P1 = P2 = · · · = P1024), we design four different beampatterns using

Eq. (5.6) as shown in Fig. 5.2(a). It can be observed that each beampattern has a

unique set of sidelobe levels for the CUs while maintaining the 0 dB amplitude in

radar main beam.
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Figure 5.2. Example beampatterns using the proposed approach (ULA
with M = 20, U = 2 at 40o and 50o).
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Next, we consider two point targets located within the radar main beam at 100.1

km and 100.3 km, respectively, from the JRC system. The targets are assumed to have

a high electromagnetic reflectivity for only 400 OFDM subcarriers clustered at the

center of the transmitted bandwidth. This information about RCS can be achieved

by calculating the spectrum of the reflected signal at radar receiver. To achieve the

optimal SNR for the radar system, the JRC platform is optimized for the subsequent

radar pulses such that more power is allocated to the frequencies with a higher target

reflectivity. In this context, Fig. 5.2(b) shows the respective transmit beampatterns

for the subcarriers with low target reflectivity, whereas Fig. 5.2(c) corresponds to the

transmit beampatterns for the highly reflected subcarrier. From Fig. 5.2(b) and Fig.

5.2(c), it can be observed that the transmitted energy in the radar main beam varies

for different frequencies without deteriorating the communication performance. It is

important to note that the magnitude response of all the beampatterns in Fig. 5.2

remains the same for different possible phases φ(θu) at the communication receivers.

Therefore, we have only shown the beampatterns for φ(θu) = 0 at each communication

receiver.

In Fig. 5.3, we present the range estimation and symbol error rate performance

for the cases of equal power and optimal SNR. The radar range is estimated using

the technique illustrated in [23] by considering a radar range cell from 100 km to

101.5 km. Additive white Gaussian noise of equal power is considered for both cases

at the radar receiver. It can be observed from Fig. 5.3(a) that the optimal SNR

provides considerable performance enhancement in range estimation. This is a sig-

nificant improvement since the total power transmitted by the array and the total

power projected in the radar main beam are kept constant for both cases. The only

difference is the transmitted power for different subcarriers based on the RCS. The

proposed approach provides better performance because more power is allocated to

the frequencies which are highly reflected by the targets.

Communication performance is illustrated in Fig. 5.3(b) in terms of symbol er-

ror rate. We consider coherent QAM-based approach [38] by exploiting two phases

and two available sidelobe levels for each transmitted OFDM waveform (L = 2, Q =
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Figure 5.3. Range estimation and symbol error rate performance for the
proposed technique.

2, K = 1, 024). Note that independent data streams are transmitted to both commu-

nication receivers simultaneously. Only one curve is plotted here because the symbol

error rates for the case of equal power and optimal SNR are the same. This is because

the change in radar main beam does not deteriorate the required signal amplitudes

and phases at the communication receivers which can be observed in Fig. 5.2. Thus,

the improvement in radar range estimation is achieved without compromising the

performance of communication system and utilizing the same power resources. Thus,
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the simulation results illustrate the effective performance achieved by the proposed

JRC strategy.

5.3 Remarks

A novel JRC strategy was proposed to ensure the maximum SNR in the radar

main lobe by optimizing the transmit beampattern considering the power allocations

for radar and communication operation. The proposed method allocates the desired

power in radar and communication directions for each transmitted waveform based

on the RCS. Optimized power allocation results in higher SNR at the radar receivers

which enables a better characterization of targets. While ensuring the radar’s ob-

jectives, the proposed approach transmits distinct amplitudes and phases in different

directions enabling the multi-user access. As an example, OFDM subcarriers are used

as the radar waveforms for performing JRC objectives. The power of different sub-

carriers towards radar main beam was varied by inspecting the target returns while

keeping the total transmitted energy constant for radar and communication objec-

tives. The proposed JRC strategy resulted in improved target detection without any

degradation in the performance of communication system.
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CHAPTER 6

SENSOR SELECTION FOR BEAMFORMING-BASED

JRC SYSTEMS

An antenna array-based JRC system employs the beamforming strategy to steer the

transmit signals in different directions such that different beamforming weight vec-

tors are exploited which perform the corresponding radar-communication objectives.

Such functionality has been provisioned in the spectrally congested environments

where both systems are destined to coexist. The transmit antenna selection has be-

come an increasingly interesting topic as the antennas become significantly cheaper

and smaller relative to the up-conversion chains. In this chapter, we address the

problem of antenna selection for the JRC system by employing a re-weighted `1-norm

minimization naturally yielding the low-complexity solution compared to the exhaus-

tive `0-norm-based optimization. We present the mathematical framework for the

proposed approach in the context of the individual as well as grouped beamforming

weight vectors and analyze the practical applicability of the proposed approach for

both cases. We argue that the grouped approach for optimizing the JRC antenna

selection is hardware-efficient compared to the antenna selection for individual beam-

forming weight vectors. Simulation results illustrate that the proposed technique

significantly reduces the number of required antennas while simultaneously satisfying

the radar and communication system objectives [73, 74].

In a JRC transmitter, a radio transmission chain, which consists of a digital-to-

analog converter, a mixer, and a power amplifier, is often much more expensive than

the transmit antennas. Therefore, to achieve a high system performance at a low

cost, a recent trend is to place more antennas than the available number of expen-

sive radio transmission chains. Ideally, it is desirable to automatically switch the

available chains to the best subset of antennas which provides the optimized per-
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formance for the whole system. Therefore, optimal antenna selection has a crucial

importance in the modern systems. Several research efforts have been made in this

direction for different radar and communication applications. In [75,76], antenna se-

lection has been discussed for a distributed multiple-input multiple-output (MIMO)

radar to achieve the radar’s objective in terms of desired mean-squared error. For the

communication systems, [77–79] discuss the antenna selection strategies using convex

optimization and sparsity-aware techniques. Sensor selection-based beamforming is

discussed in [80–82]. Distributed JRC systems also enjoy optimal transmit antenna

selection such that the desired communication capacity and radar performance are

achieved [52]. For antenna array-based JRC systems, an array partitioning-based ap-

proach is employed in [83] where the functional antennas are split into two subarrays

respectively performing the radar and communications operations. Similarly, [84] ad-

dresses the optimal antenna selection at the receiver side of JRC systems to maximize

the signal-to-interference-plus-noise ratio. Iterative optimization-based optimal an-

tenna selection for array-based JRC schemes was discussed in [47,85]. Note that the

existing antenna array-based JRC antenna selection schemes employing the sidelobe

modulation principle select different antennas for different beamforming weight vec-

tors. Such a scenario results in frequent and unavoidable antenna switching during

the JRC operation, complicating the hardware implementation and degrading the

applicability in practice.

In this chapter, our focus is on antenna array-based JRC system which exploits

beamformers to perform radar operation whereas the communication operation is

enabled in the radar sidelobe region by employing QAM-based sidelobe modulation.

The waveforms responsible to perform the radar task are also utilized to satisfy the

requirements of the communication system. An example of such a system is illus-

trated in Fig. 6.1. The radar objective in this JRC system is to maintain a specific

beamforming gain in the sector of radar interest. The communication information

is transmitted by varying the transmit amplitudes as well as the phases towards the

communication user directions located in the sidelobe region of the radar. The ob-

jective of our optimization approach is to select the minimum number of antennas
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Figure 6.1. Basic principle of the joint radar-communication system.

which satisfy the required radar and communications operations. We present the

convex optimization-based mathematical formulation which addresses this objective

in two different ways. First, we present an optimal antenna selection strategy for in-

dividual beamforming weight vectors employing the QAM-based sidelobe modulation

approach. As the selected antennas for different beamformers are generally differ-

ent, the resulting solutions can result in frequent antenna switching. To tackle this

problem, we also develop a group sparsity-based approach in which the same set of

antennas is used for all beamformers without any antenna switching.

The chapter is organized as follows. First, we reiterate the JRC system model.

Subsequently, the proposed optimal antenna selection strategy for the JRC system is

presented. Finally, the comparative analysis of the proposed approaches is provided

in in the form of simulation results.

6.1 Signal Model of JRC system

We consider an antenna array-based JRC system consisting of M -element transmit

linear array of an arbitrary configuration. The JRC system employs the antenna array

beamformers to satisfy the transmit gain objective within the radar main beam. The
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same beamformers are responsible to transmit communication information within the

sidelobe region such that the radar operation is not perturbed.

Consider the radar surveillance region, the sidelobe region, and the transition

region from main beam to sidelobe denoted by Θrad, Θsl, and Θtrans, respectively.

There are a total of U communication users located within the sidelobe region of

the radar. The objective of JRC antenna array is to maintain the transmit gain

Grad in the main beam of the radar, whereas the sidelobe region of the radar should

be lower than a threshold εsl. The communication operation should be enabled by

transmitting distinct phases and amplitudes towards the communication receivers.

The beamforming weight vector un which satisfies these objectives can be extracted

using the following optimization [26,46]:

min
un

max
θr

∣∣Grade
jϕ(θr) − uH

na(θr)
∣∣ , θr ∈ Θrad,

s.t.
∣∣uH

na(θε)
∣∣ ≤ εsl, θε ∈ Θsl,

uH
na(θu) = ejφn,u∆n,u, c = 1, · · · , C.

(6.1)

where un achieves the sidelobe level ∆n,u and the phase ejφn,c towards the uth

(u = 1, · · · , U) communication receiver located at angle θu such that θu ∈ Θsl. The

parameter ejϕ(θu) represents the phase profile of the radar in the main beam. We

use the phase profile ejϕ(θr) as a free parameter in the above optimization in order to

achieve better approximation of the desired beampattern [47]. Such phase response

can be first extracted by designing a beamforming weight vector which only satisfies

the radar objective within the main beam. Also, there are other phase adjustment

techniques as in [47, 86]. The array response vector of the JRC transmit system at

the angle θ is given by

a(θ) = [ej2πd1 sin(θ)/λ, ej2πd2 sin(θ)/λ, . . . , ej2πdM sin(θ)/λ]T,

where dm is the location of mth (m = 1, · · · ,M) antenna and λ is the transmit signal

wavelength.

The optimization (6.1) can be exploited to extract a dictionary of N beamforming

vectors where each vector transmits a specific phase and magnitude towards different
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communication receivers. Note that the optimization (6.1) enables multiple-access

communication as the values of ∆n,u and ejφn,u can be different for each communi-

cation receiver for the same beamformer. If L and P respectively denote the desired

possible number of amplitudes and phases at each communication receiver, we will

require N = (LP )U unique beamforming weight vectors. Note that if Θrad contains

only one angle, the optimization (6.1) corresponds to the focused beampattern design.

On the other hand, if Θrad contains multiple angles corresponding to a sector, the

optimization (6.1) corresponds to the flat-top beampattern synthesis.

The JRC system exploits dual-purpose waveforms, i.e. the same waveforms which

serve the radar purpose are also utilized to perform the communication operation.

Consider that the JRC system exploits K possible orthogonal dual-purpose waveforms

ψ1(t), ψ2(t), . . . , ψK(t) such that:

1

T

∫ T

0

ψk1 (t)ψk2 (t−∆T )dt = δ (k1 − k2 −∆T ) , 1 ≤ k1, k2 ≤ K, (6.2)

where t denotes the fast time, T is the time duration of each radar pulse, k1 and

k2 are the positive integers, δ(·) is the Kronecker delta function, and ψk2 (t−∆T )

denotes the time delayed version of ψk2 (t) such that ∆T < T .

When the beamforming vector un is selected, the transmit signal from the JRC

antenna array takes the following form:

x(t) = unψk(t). (6.3)

The above beamforming vector satisfies the gain criteria of the main beam and

projects the QAM symbols of amplitude ∆n,u and phase ejφn,u towards the com-

munication directions. The JRC system can change the transmitted communication

information by changing the beamforming vectors [46].

6.2 Transmit Antenna Selection Strategy for JRC System

We propose the antenna selection strategy for transmit beamforming-based JRC

system as illustrated in Fig. 6.2. Our objective is two-fold: Design the beamforming

weight vector for the JRC system which (a) use the least possible number of antennas,
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Figure 6.2. The proposed antenna selection strategy for joint radar-
communication system.

(b) exploit minimum transmit power. As both objectives can be conflicting, we give

more precedence to the first objective. In this context, two cases are discussed. In

the first case, transmit antennas are selected for each beamforming weight vector sep-

arately. This strategy might result in the activation of different antennas for different

beamforming weight vectors. On the other hand, the second approach discusses the

joint antenna selection strategy for multiple beamforming weight vectors which ex-

ploits the same antennas for all the beamforming weight vectors without any antenna

switching.
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6.2.1 Transmit Antenna Selection for Individual Beamformers

For a given JRC antenna array, beamforming weight vector which minimizes the

total transmit power |un|22 can be expressed as follows:

min
un

|un|22

s.t. |Grade
jϕ(θr) − uH

na(θr)| ≤ γtol, θr ∈ Θrad,

|uH
na(θε)| ≤ εsl, θε ∈ Θsl,

uH
na(θu) = ∆n,ue

jφn,u , u = 1, · · · , U,

(6.4)

where γtol is the tolerance illustrating the maximum possible deviation from the de-

sired main beam profile. Although the above optimization achieves the minimum

power for the JRC system, it does not ensure the best antenna selection for the JRC

operation because `2-norm does not encourage sparsity. We can modify the above

optimization to select the best M̄(< M) or fewer antennas in the antenna array as

follows:

min
un

|un|22

s.t. |Grade
jϕ(θr) − uH

na(θr)| ≤ γtol, θr ∈ Θrad,

|uH
na(θε)| ≤ εsl, θε ∈ Θsl,

uH
na(θu) = ∆n,ue

jφn,u , u = 1, · · · , U,

|un|0 ≤ M̄.

(6.5)

Instead of enforcing the hard sparsity constraint which allows the selection of a maxi-

mum of M̄ antennas, `0-penalty can be employed in the objective function to promote

sparsity as follows:

min
un

|un|22 + η|un|0

s.t. |Grade
jϕ(θr) − uH

na(θr)| ≤ γtol, θr ∈ Θrad,

|uH
na(θε)| ≤ εsl, θε ∈ Θsl,

uH
na(θu) = ∆n,ue

jφn,u , u = 1, · · · , U,

(6.6)

where η is the tuning parameter which controls the balance between the desired

power optimization and the number of utilized antennas in the above multi-objective
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optimization. In optimization (6.6), the constraint handling the number of active

antennas in optimization (6.5) is shifted to the objective function, i.e., (6.6) is a

relaxed version of (6.5). In optimization (6), the value of M̄ tends to decrease as the

value of η increases. If η takes a very high value, the optimization problem (6.6) will

only minimize the number of selected antennas irrespective of the power utilized by

the antenna array. Note that for each selection of η, (6.6) provides a corresponding

solution of M̄ as well as the selected antennas for the beamforming vector un. If this

value of M̄ obtained from (6.6) is used in the optimization problem (6.5), it will also

potentially yield the same selected antennas for the beamforming weight vector. In

this chapter, we will only emphasize the optimization of problem (6.6).

Unfortunately, due to the non-convex nature of `0-norm, the optimization (6.6)

requires an exhaustive combinatorial search over all CM
M̄

possible sparsity patterns of

un, where the optimization (6.4) must be solved for each of these patterns. We can

exploit `1-norm which offers a close convex approximation of `0-norm, albeit a weaker

and indirect measure of sparsity [87], resulting in the following relaxed version of the

optimization (6.6):

min
un

|un|22 + η|un|1

s.t. |Grade
jϕ(θr) − uH

na(θr)| ≤ γtol, θr ∈ Θrad,

|uH
na(θε)| ≤ εsl, θε ∈ Θsl,

uH
na(θu) = ∆n,ue

jφn,u , u = 1, · · · , U.

(6.7)

Here, it is important to consider the crucially defining difference between the `0- and

`1-norm for our problem. The larger weights in un are penalized more heavily than

the smaller weights in `1-norm-based penalty. On the other hand, `0-norm enforces

democratized penalization which results in better sparse solutions because it penal-

izes all the non-zero weights of un equally. Therefore, the optimization (6.7) is not an

ideal formulation for antenna selection problem as the resulting solution might select

more antennas than the exhaustive search-based optimization (6.6). To mollify this

disparity, we exploit the re-weighted `1-norm minimization, originally developed in

the context of compressed sensing [87], to penalize the non-zero entries in un more
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democratically. Contrary to `1-norm-based relaxation where absolute values of all

the beamforming coefficients are added, we must consider each coefficient as an inde-

pendent parameter whose value, if selected, significantly improves the beamforming

performance.

In order to enforce the democratic selection of antennas, we introduce a weighting

function, inspired by [87], which counteracts the influence of beamforming coefficient

magnitude in `1-norm-based penalty as follows:

wn,m =


1

|un,m|
, if |un,m| > 0,

1

ε
, if |un,m| = 0,

(6.8)

where un,m is mth (m = 1, . . . ,M) coefficient in un, and ε is a very small number.

Thus, the weighting vector corresponding to the beamforming weight vector un can

be represented as wn = [wn,1, wn,2, . . . , wn,M ]T. If the optimal solution uopt
n of the

optimization (6.6) is M̄ -sparse, i.e. |uopt
n |0 = M̄ , the following optimization will tend

to obtain the correct solution analogous to `0-norm penalty in the optimization (6.6):

min
un

|un|22 + η|u(i)
n �wn|1

s.t. |Grade
jϕ(θr) − uH

na(θr)| ≤ γtol, θr ∈ Θrad,

|uH
na(θε)| ≤ εsl, θε ∈ Θsl,

uH
na(θu) = ∆n,ue

jφn,u , u = 1, · · · , U.

(6.9)

The above optimization is executed iteratively and w(i) denote the weights for the

ith iteration. Such type of weighted optimization strategy is known to have a quick

convergence [87]. We have observed the convergence of the algorithm in very few

steps through simulations. The weighting vector wn forces the small entries of the

beamforming vector un to zero in the subsequent iteration. The small parameter ε,

which should ideally be slightly smaller than the expected smallest non-zero magni-

tude of un, provides stability and ensures that a zero-valued entry does not prohibit a

non-zero estimate of the corresponding beamforming coefficient in the next step. The

detailed algorithm for extracting the beamforming weight vectors is listed in Table

6.1. This algorithm is employed for extracting all the desired N beamforming weight

vectors individually.
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Table 6.1.
Transmit antenna selection for individual beamformers

Algorithm I: Transmit Antenna Selection for Individual Beamformers

1. Initialize the iteration count as i = 0 and the initial weight vector as w
(0)
n = 1M×1.

2. Solve the multi-objective re-weighted `1-norm optimization problem (6.9).

3. Increment i and update the weighting vector w
(i)
n using Eq. (6.8).

4. Terminate on convergence or if the maximum number of iterations for i has reached;

Otherwise, go to step 2.

Minimizing the total number of antennas for JRC may result in some spare hard-

ware up-conversion chains which can be further used for other tasks. There are several

ways to fully utilize all the available up-conversion chains. For example, a concur-

rent communication-only operation can be realized by the spare hardware chains to

increase the communication data rate. Alternatively, as the final solution results in

fewer than M̄ activated antennas, we may turn on the remaining antennas based

on the magnitude of the weighting coefficients. Note that the importance of each

antenna is inversely proportional to the respective weighting wn,m. If the optimal

solution is achieved in the ith iteration, the most important antennas correspond to

the elements of vector w
(i)
n which have the smallest amplitudes. Therefore, the M̄

most important antennas can be identified by determining the M̄ smallest elements

in |w(i)
n | and regenerating the beamforming weight vectors using the array manifold

of those antennas by exploiting optimization (6.4). Another possible solution is to

suspend the iterative optimization process once the desired number of antennas is

achieved.

Our proposed iterative technique also falls in the general class of Majorization

Minimization [88] algorithms where a surrogate function is exploited to achieve the

optimal result. In our case, |un �wn|1 serves as the surrogate objective function of

|un|0. In this sense, a wide variety of re-weighting techniques can be employed.
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6.2.2 Joint Transmit Antenna Selection for Multiple Beamforming Vec-

tors via Group-sparsity

The optimal selection of antennas discussed in Subsection 6.2.1 results in different

antenna array configurations for different beamforming weight vectors. This is a

serious disadvantage because frequent electronic switching of antennas needs to be

performed using the fast switching circuitry whenever the beamforming weight vector

is changed. For high data rates, this switching will become more frequent, resulting

in an added complexity for the JRC system. It is also possible that although the

antennas used by each beamformer are very less, practically all the antennas are being

used. This happens when each antenna is used by at least one of the N beamformers.

In such a scenario, the spare antennas cannot be used for any other purposes which

is not an optimal strategy when the additional radio transmission chains are still

available.

We propose a joint optimal antenna selection strategy which optimizes the total

number of transmit antennas used by all the beamformers for the JRC operation. For

this purpose, the well-known group-sparsity concept [89] can be employed.

We define the mixed `1,q-norm as:

|u|1,q :=
M∑
m=1

(
N∑
n=1

|un,m|q
)1/q

, (6.10)

which induces group-sparsity for q > 1 [90]. Recall that un,m denotes the mth beam-

forming coefficient of un. The most extensively used norms to enforce group-sparsity

are `1,2- and `1,∞-norms. For more detail, see [90].

Similar to the previous section, our proposed antenna selection strategy for grouped

beamforming vectors takes the form of the following joint optimization:

min
un

N∑
n=1

|un|22 + η|u|1,q

s.t. |Grade
jϕ(θr) − uH

na(θr)| ≤ γtol, θr ∈ Θrad; n = 1, . . . , N,

|uH
na(θε)| ≤ εsl, θε ∈ Θsl; n = 1, . . . , N,

uH
na(θu) = ∆n,ue

jφn,u , u = 1, · · · , U ; n = 1, . . . , N.

(6.11)
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Note that contrary to the optimization (6.7) which is exploited for each beamforming

weight vector separately, the optimization (6.11) jointly solves all the beamforming

vectors simultaneously. Moreover, the optimization (6.11) yields the beamforming

weight vectors which exploit the same antenna elements for the JRC operation but

have different weights depending on their sidelobe communication profile.

In continuation of our discussion in the previous section regarding sparsity en-

hancement, the group-sparsity can also be significantly enhanced democratically by

exploiting a similar weighting function as in (6.8) as follows:

vm =



1(
N∑
n=1

|un,m|q
)1/q

, if
N∑
n=1

|un,m| > 0,

1

ε
, if

N∑
n=1

|un,m| = 0.

(6.12)

The resulting optimization employing group sparsity which enables optimal antenna

selection jointly for all the beamforming weight vectors can now be expressed as

follows:

min
un

N∑
n=1

|un|22 + η
M∑
m=1

(
v(i)
m

N∑
n=1

|un,m|q
)1/q

s.t. |Grade
jϕ(θr) − uH

na(θr)| ≤ γtol, θr ∈ Θrad; n = 1, . . . , N,

|uH
na(θε)| ≤ εsl, θε ∈ Θsl; n = 1, . . . , N,

uH
na(θu) = ∆n,ue

jφn,u , u = 1, · · · , U ; n = 1, . . . , N,

(6.13)

where the above optimization is solved iteratively and v
(i)
m denotes the weighting

coefficient for the ith iteration. This multi-objective optimization strategy tends to

provide the antenna array design for the JRC operation which ensures the selection

of the least number of transmit antennas and minimizes their power utilization. The

detailed algorithm for extracting the beamforming weight vectors using this approach

is listed in Table 6.2.

It is interesting to note that both proposed iterative algorithms for optimal an-

tenna selection and power optimization iteratively solve a convex optimization prob-

lem, whereas the overall algorithm does not. Instead, the overall iterative strategy



84

Table 6.2.
Transmit antenna selection for grouped beamformers by employing group
sparsity

Algorithm II: Transmit Antenna Selection for Grouped Beamformers

1. Initialize the iteration count as i = 0 and the initial weight vector as v
(0)
m = 1.

2. Solve the multi-objective re-weighted `1,2-norm-based joint optimization (6.11).

3. Increment i and update the weighting v
(i)
m using Eq. (6.12).

4. Terminate on convergence or if the maximum number of iterations for i has reached;

Otherwise, go to step 2.

forces one part of the objective function to find a local minimum of a non-convex

penalty function that resembles `0-norm for antenna selection through re-weighted

`1-norm. Moreover, the other part of the objective function tends to minimize the

power utilization of the selected antennas.

Group sparsity-based approach will utilize more number of antennas than indi-

vidual beamforming weight vector at a given fast time. However, due to antenna

switching, the total number of antennas used by individual beamforming weight vec-

tors are generally more than group sparse version in the slow time.

6.3 Comparative Analysis of the Proposed Strategies

Let us compare the antenna selection by individual beamformer design (6.9) and

group sparsity-based beamformer design (6.13). The most important difference be-

tween the two schemes lies in that the group sparsity-based approach (6.13) extracts

the optimal antennas for all beamformers which not only satisfy the radar tasks but

also enable transmission of all the given set of communication symbols to all commu-

nication users. On the other hand, the individual beamformer design strategy only

selects the optimal antenna positions which satisfy the radar tasks and can transmit
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only one respective communication symbol to each communication receiver, i.e., only

one beamformer is designed at a time (6.9).

Note that the constraints of the maximum allowable sidelobe level and the radar

main beam tolerance are common for both schemes (6.9) and (6.13). The only dif-

ference lies in the communication constraints. The optimization (6.9) has U equality

constraints corresponding to the communication operation because this approach de-

signs only one beamforming weight vector at a time which serves one communication

symbol to each communication receiver. On the other hand, (6.13) has NU commu-

nication constraints as this approach designs all the N beamforming weight vectors

simultaneously which can further be used to deliver all the possible communication

information to the communication users. Since (6.13) has more constraints than (6.9),

it will generally tend to select more antennas than (6.9) to satisfy all those constraints.

However, to deliver all the possible communication information to all the communica-

tion users, optimization (6.9) is executed N times to generate N beamforming weight

vectors which can achieve such task. Optimization (6.9) generally results in different

antenna selections for different beamforming weight vectors. In this case, the overall

number of antennas used by (6.9) to produce all the desired beamforming weight vec-

tors will likely exceed the number of antennas selected by (6.13). Moreover, (6.9) will

require frequent antenna switching for different slow times whenever communication

information being transmitted is changed. Therefore, the proposed group sparsity-

based approach (6.13) is preferred for antenna selection as it requires fewer number

of antennas and prevents frequent antenna switching, thereby easing the hardware

implementation.

For a given number of hardware chains M̄ , the total number of feasible antenna

configurations is given by:

Ucount = CM
M̄ , (6.14)

Therefore, an exhaustive search will require us to evaluate the feasibility of Ucount

number of array configurations to achieve the optimal solution. On the other hand,



86

if the antennas are randomly selected, the probability to achieve the optimal solution

will be:

Popt =
1

Ucount

=
1

CM
M̄

. (6.15)

Note that the array configuration obtained from random antenna selection may not

satisfy the radar and communication objectives. Therefore, it is impractical to use

random selection or exhaustive search to obtain the desired array configuration.

6.4 Simulation Results

In this section, we present simulation results to illustrate the performance of the

proposed antenna selection strategy for the beamforming-based JRC system. In all

the simulations, we consider a ULA consisting of M = 30 transmit antennas to

optimize the radar main beam objectives and serve two (C = 2) communication users

located in the sidelobe region of the radar at angles 30o and 40o, respectively. We set

the inter-sensor spacing of the ULA at 0.25λ and the tuning coefficient η for all the

multi-objective optimizations is set to unity. The maximum allowable sidelobe level

for all the cases is considered to be lower than εsl = −20 dB. We use the open-source

SDPT3 solver [68] integrated with the open-source version of CVX toolbox [65] to

solve all the optimizations. For the simulations involving the focused beampattern,

the JRC radar objective is to focus the main beam with a gain of 0 dB at θr = 0o.

For flat-top beampattern synthesis experiments, the radar objective is to project the

main beam with a gain of 0 dB for angles from −7o to 7o. For this purpose, we

consider Θsl consisting of a grid of angles with a grid spacing of 0.5o. The value of

q = 2 for the group-sparse optimization (6.13), i.e. mixed `1,2-norm is used.

6.4.1 Convergence Analysis for Individual Beampattern Synthesis

First, we consider the beampattern synthesis for the radar main beam focused

at θr = 0o using Algorithm I. In this scenario, the JRC system aims to project an

amplitude of−20 dB towards both communication receivers. Fig. 6.3(a) demonstrates
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the power distribution profile of the beamforming weight vector synthesized using

Algorithm I. The corresponding number of selected antennas during each iteration

of Algorithm I is illustrated in Fig. 6.3(b). Moreover, Fig. 6.3(c) shows the spatial

selection profile during each iteration of the Algorithm I for the first 4 iterations.

It can be observed that the algorithm converges very fast, i.e. only 4 iterations

were enough to achieve the final solution. It can also be observed that the spatial

profile of the selected antennas does not change after the convergence. Moreover, we

also ran the Algorithm I for up to 100 iterations but did not observe any change in

the spatial antenna selection profile.

Fig. 6.4 illustrates the similar results for flat-top beampattern synthesis. In Fig.

6.4(a), we observe the synthesized beampatten derived from Algorithm I and note that

it achieves both radar and communication objectives. The corresponding number of

selected antennas during each iteration is shown in Fig. 6.4(b). It can be observed

that the Algorithm I converged within 4 iterations. We extended the iteration count

up to 100 iterations and noted that the spatial antenna selection profile, as shown in

Fig. 6.4(c) illustrating the selection of 14 antennas, did not change after the first 4

iterations.

If the optimal number of antennas is known to be 14, an exhaustive search will

require us to evaluate C40
14 ≈ 2 × 1010 different configurations of antennas which is

impractical. If the optimal number of antennas is unknown, exhaustive search will

require us to evaluate
∑40

m=1 C40
m possible array configurations.

6.4.2 Antenna Selection for Individual Beamforming Weight Vectors

Now we discuss the set of beampatterns that have the same main beam profile but

transmit different communication information. Without loss of generality, we consider

the ASK multiple-access signaling scheme where the JRC transmit array has an objec-

tive to transmit two (same or different) amplitude levels towards both communication

receivers. This results in four different combinations of possible beampatterns.
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Figure 6.3. Focused beampatterns synthesis using the optimal antenna
selection strategy in Algorithm I (M = 40,Θrad = 0o, Θtrans = [−6o 0o) ∪
(0o 6o], Θsl = [−90o − 6o) ∪ (6o 90o], Grad = 1, γtol = 10−3, εsl =
0.1 (20 dB below Grad): (a) Transmit power distribution pattern, (b) To-
tal number of selected antennas with respect to the number of iterations,
(c) Spatial antenna selection profile for each iteration.
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Figure 6.4. Flat-top beampattern synthesis using the antenna selec-
tion strategy in Algorithm I (M = 40,Θrad = [−7o 7o], Θtrans =
[−17o − 7o) ∪ (7o 17o], Θsl = [−90o − 17o) ∪ (17o 90o], Grad = 1, γtol =
10−3, εsl = 0.1 (20 dB below Grad): (a) Transmit power distribution pat-
tern, (b) Total number of selected antennas with respect to the number
of iterations, (c) Spatial antenna selection profile with increasing number
of iterations
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Figure 6.5. Focused beampattern synthesis using the antenna selection
strategy in Algorithm I for different communication objectives (M =
40,Θrad = 0o, Θtrans = [−6o 0o) ∪ (0o 6o], Θsl = [−90o − 6o) ∪
(6o 90o], Grad = 1, γtol = 10−3, εsl = 0.1 (20 dB below Grad) : (a) Trans-
mit power distribution pattern, (b) Final antenna selection profile for each
beampattern, (c) Overall antenna selection profile containing the antennas
selected at least once by any of the beamforming weight vectors.
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Using Algorithm I, we synthesized the focused beampatterns for the JRC system

as illustrated in Fig. 6.5(a). The final spatial optimal antenna selection profile for

these respective beamformers is shown in Fig. 6.5(b). It can be observed that the

number of antennas used for each beampattern is not the same. Note that a maximum

of 17 antennas will be exploited by any of the beamformers at a given time. Fig. 6.5(c)

shows all the individual antennas which are selected at least once by the respective

four beampatterns. It shows that the overall number of antennas collectively used by

all the beamformers is 24. This means that 24 antennas will remain in operation by

the JRC system, which is more than the number of antennas individually required

by each beamformer. Extensive antenna switching will be also be required inviting

hardware complexity.

Similar results have been obtained for the flat-top beampattern synthesis, shown

in Fig. 6.6(a), using the Algorithm I by exploiting ASK signaling strategy. It can

be observed from Fig. 6.6(b) that the four beamformers exploit 21, 21, 20, and 23

antennas, respectively. However, the total number of antennas used by all the beam-

formers collectively is 36 as shown in Fig 6.6. This signifies our previous analysis

that the antenna array utilization might be sub-optimal if the beamforming weight

vectors are synthesized individually.

6.4.3 Antenna Selection by Employing Group Sparsity

The simulation results from Subsection 6.4-6.4.2 motivate to inspect the optimal

antenna selection performance for a group of beamforming weight vectors collectively.

We exploit the same scenario as in Subsection 6.4-6.4.2 where ASK signaling strategy

is exploited. We find the optimal antenna selection for a group of four beamform-

ing weight vectors using the group-sparsity Algorithm II which satisfies radar and

communication objectives simultaneously.

Fig. 6.7(a) shows the power distribution pattern of the four beamforming weight

vectors for the focused main beam synthesized by using Algorithm II. Note that

in this approach, all the beamforming weight vectors exploit the same antenna array
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Figure 6.6. Flat-top beampattern synthesis using the antenna selection
strategy in Algorithm I for different communication objectives (M =
40,Θrad = [−7o 7o], Θtrans = [−17o − 7o) ∪ (7o 17o], Θsl = [−90o −
17o) ∪ (17o 90o], Grad = 1, γtol = 10−3, εsl = 0.1 (20 dB below Grad): (a)
Transmit power distribution pattern, (b) Final antenna selection profile
for each beampattern, (c) Overall antenna selection profile containing the
antennas selected at least once by any of the beamforming weight vectors.
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Figure 6.7. Focused beampattern synthesis by employing the group-
sparsity for antenna selection Algorithm II (M = 40,Θrad = 0o, Θtrans =
[−6o 0o) ∪ (0o 6o], Θsl = [−90o − 6o) ∪ (6o 90o], Grad = 1, γtol = 10−3, εsl

= 0.1 (20 dB below Grad) : (a) Transmit power distribution pattern, (b)
Number of selected antennas with increasing number of iterations, (c)
Spatial antenna selection profile for the first 5 iterations.
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elements. Contrary to the results using Algorithm I in Fig. 6.5(c), where an overall 24

antennas of the JRC transmit array are used, Figs. 6.7(b)-(c) show that the grouped

approach exploits only 15 antennas. Fig. 6.7(b) shows the number of selected antennas

with the increasing number of iterations. Note that the Algorithm II converged within

3 iterations.

A similar result has been observed for the flat-top beampattern synthesis in Fig.

6.8 using group-sparsity Algorithm II. Fig. 6.8(a) shows the power distribution pat-

tern for the four beamforming weight vectors resulting from Algorithm II. It can be

observed that all the beampatterns satisfy the radar and communication objectives.

Contrary to Fig. 6.6, where 36 antenna elements were selected at least once by the

beamforming vectors, Fig. 6.8 shows that only 21 antennas are exploited when all the

beamforming vectors were extracted simultaneously as a group using the Algorithm

II. Fig. 6.8(b) shows the number of selected antennas with the increasing number of

iterations. It can be observed that the Algorithm II converged within 4 iterations.

The corresponding spatial antenna selection profile is illustrated in Fig. 6.8(c).

It has been observed that when the beamforming weight vectors are derived si-

multaneously as a group, they exploit overall fewer number of antennas compared to

the case when the beamforming weight vectors are synthesized individually. These

results show a significant advantage of utilizing Algorithm II. In such a scenario,

the additional antennas can be exploited to perform other objectives. Moreover, the

grouped antenna selection-based strategy prevents frequent antenna switching when

the beamforming weights are changed, which eases the implementation of the JRC

system. The fast convergence of the proposed algorithms also emphasizes their im-

portance.

6.4.4 Computation Time

Now we compare the computation time for both proposed antenna selection algo-

rithms outlined in Tables I and II. Fig. 6.10 illustrates the run-time of generating all

the required beamforming weight vectors in Figs. 6.5–6.8. For these simulations, we
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Figure 6.8. Flat-top beampattern synthesis by employing the group-
sparsity based antenna selection Algorithm II (M = 40,Θrad = [−7o 7o],
Θtrans = [−17o − 7o) ∪ (7o 17o], Θsl = [−90o − 17o) ∪ (17o 90o], Grad =
1, γtol = 10−3, εsl = 0.1 (20 dB below Grad): (a) Transmit power distribu-
tion pattern, (b) Number of selected antennas with increasing number of
iterations, (c) Spatial antenna selection profile for the first 5 iterations.
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Figure 6.9. Flat-top beampattern synthesis by employing the group-
sparsity based antenna selection Algorithm II using QAM-based side-
lobe modulation (M = 40,Θrad = [−7o 7o], Θtrans = [−17o − 7o) ∪
(7o 17o], Θsl = [−90o − 17o) ∪ (17o 90o], Grad = 1, γtol = 10−3, εsl =
0.1 (20 dB below Grad): (a) Transmit power distribution pattern for the
first four beampatterns, (b) Number of selected antennas with increasing
number of iterations, (c) Spatial antenna selection profile for the first 5
iterations.
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Figure 6.10. Computation time required to compute the beamforming
weight vectors using the proposed approaches.

used a computer equipped with Intel(R) Core(TM) i7-6700 processor, 16 GB DDR3

(1600 MHz) RAM, 64-bit Windows 8.1 Enterprise, and MATLAB R2017b (64-bit).

It can be observed that the group sparsity-based antenna selection strategy takes

longer computation time as compared to the antenna selection strategy developed for

individual beamformers. This is expected from the formulation of both strategies as

the group sparsity-based approach exploits `2-norm of all the beamforming weight

vectors during the optimization as well as for computing the weighting coefficients.

6.4.5 Antenna Selection for QAM-based Sidelobe Modulation

Now we modify the parameters used in Fig. 6.8 to investigate the antenna selection

performance for QAM-based sidelobe modulation by employing two possible phases

for each communication user. We find the optimal antenna selection for a group

of sixteen beamforming weight vectors using the group sparsity-based Algorithm II

which satisfies radar and communication objectives simultaneously.

Fig. 6.9(a) shows the power distribution pattern of the first four beamforming

weight vectors for the flat-top main beam synthesized by using Algorithm II. All the

beamformers exploit the same antenna array elements. Contrary to Fig. 6.8 where
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Figure 6.11. Relative frequency of antenna utilization for randomly
generated simulation events.

21 antenna elements are selected, Fig. 6.9 shows that 22 antennas are exploited.

Although the QAM-based signaling increased the number of required beamforming

weight vectors from 4 to 16, only one additional antenna was required to satisfy the

radar and communication objectives compared to ASK signaling.

6.4.6 Antenna Selection for Randomly Located Communication Users

In this simulation, we investigate the performance of the group sparsity-based

antenna selection approach for the case where communication users are randomly

located in the sidelobe region. We use the same simulation parameters as in Fig.

6.9, but communication user locations are randomly selected such that they do not

lie within the radar main beam and their angular separation is at least 10o. We

perform 500 Monte Carlo trials for this case and the simulation results are presented

in Fig. 6.11. Note that the antenna utilization count is very low for most of the

simulation experiments. High antenna utilization is observed for the cases when the
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communication users are either very close to the radar main beam, or very close to 90o

or −90o. This is because the JRC transmit array requires more degrees-of-freedom

to satisfy all the constraints for those cases.

6.5 Remarks

In this chapter, we present a novel antenna selection strategy for JRC operation.

We formulate a multi-objective optimization framework that aims to select the least

possible number of antennas for the beamforming-based JRC system and minimize

their respective power consumption. We show that the desired sparsity levels for

antenna selection can be achieved for individual beamformers, as well as for the group

of beamformers by using the same set of antennas. Simulation results illustrate that

the proposed approach significantly reduces the number of antennas required to meet

the prescribed service level for radar and communication operations. Furthermore,

the performance of the proposed approach is analogous to that of `0-norm-based

exhaustive search optimization at a significantly reduced computational complexity.
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CHAPTER 7

DISTRIBUTED JRC SYSTEMS

In this chapter, we propose a novel distributed JRC MIMO system capable of simulta-

neously performing radar and communication tasks. Note that this is the first research

effort in this direction where spectrum sharing in a distributed radar-communication

network is considered.

The radar objective is to achieve the desired target localization performance

whereas the communication objective is to optimize the overall data rate. The

distributed JRC MIMO system performs both objectives by optimizing the power

allocation of the different transmitters in the JRC system. A dictionary of radar

waveforms is used at each transmitter and the communication information is embed-

ded in the radar waveform by exploiting waveform diversity. The proposed strategy

can serve multiple communication receivers located in the vicinity of the distributed

JRC MIMO system. Simulation results illustrate the performance of the proposed

strategy.

7.1 System Model

7.1.1 Radar Subsystem

The radar signal corresponding to the mth transmitter and the nth receiver is

expressed as:

sm,n(t) =
√
αm,npmtxhm,nsm(t− τm,n) + wm,n(t), (7.1)

where αm,n represents the signal variation due to path loss effects, pmtx is the transmit

power of signal sm(t) emitted from the mth transmitter, hm,n denotes the target

RCS1 for the propagation path from the mth transmitter to the nth receiver, and

1See Section A of Appendix A
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Figure 7.1. Distributed JRC MIMO system.

wm,n(t) ∼ CN (0, σ2
w) represents the circularly symmetric zero-mean complex white

Gaussian noise. The propagation delay τm,n due to the propagation path from the

mth transmitter to the nth receiver is denoted as τm,n = (Dmtx + Dnrx)/c, where

Dmtx and Dnrx are the range to target from the mth transmitter and that from

the nth receiver, respectively, and c is the propagation velocity of the transmitted

signals. The path loss factor takes the form of αm,n ∝ D−2
mtx
D−2
nrx

. Moreover, let

h = [h1,1, h1,2, . . . , hM,1, h2,1, . . . , hM,N ]T be the MN × 1 vector of all bi-static RCS

of the targets, and ptx = [p1tx , p2tx , . . . , pMtx ]T be the M × 1 vector containing all the

transmit powers from all transmitters of the JRC system.

We will optimize the total transmit power for the desired localization error perfor-

mance for the radar subsystem. Lets denote ptx,max = [p1tx,max , p2tx,max , . . . , pMtx,max ]T

and ptx,min = [p1tx,min
, p2tx,min

, . . . , pMtx,min
]T be the M × 1 vectors respectively rep-

resenting the maximum and the minimum allowable transmit power from the M
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transmitters. We further denote Ptotalmax ≤
∑M

m=1 pmtx,max as the maximum allowable

power to be transmitted from the JRC transmitters collectively.

The Cramer-Rao Bound (CRB) expresses a lower bound on the variance of un-

biased estimators of a deterministic (fixed, though unknown) parameter and serves

as a popular performance metric. Here, the radar performance is evaluated in terms

of the CRB representing the lower bound on the mean squared error of the target’s

location estimates. For the case of distributed radar, CRB is derived in [75,76,91] as:

σx,y(ptx) =
qTptx

pT
txAptx

, (7.2)

where q = qa+qb, A = qaq
T
b −qcq

T
c , qa = [qa1 , qa2 , . . . , qaM ]T, qb = [qb1 , qb2 , . . . , qbM ]T

and qc = [qc1 , qc2 , . . . , qcM ]T. Here,

qam=ξm
N∑
n=1

αm,n|hm,n|2
(
xm−x
Dmtx

+ xn−x
Dnrx

)2

,

qbm=ξm
N∑
n=1

αm,n|hm,n|2
(
ym−x
Dmtx

+ yn−x
Dnrx

)2

,

qcm=ξm
N∑
n=1

αm,n|hm,n|2
(
xm−x
Dmtx

+ xn−x
Dnrx

)(
ym−x
Dmtx

+ yn−x
Dnrx

)
,

(7.3)

where ξm = 8π2B2
m/(σ

2
wc

2), and Bm is the effective bandwidth of the signal transmit-

ted from the mth transmitter.

7.1.2 Communication Subsystem

Consider U communication receivers that are located in the vicinity of the dis-

tributed JRC MIMO system. Assume that the signals reflected from the radar target

and received at each communication receiver have a significantly lower magnitude

compared to the line-of-sight transmission from the transmitters and, thus, are ig-

nored. Then, we can express the received signal at the uth (1 ≤ u ≤ U) receiver

as:

sm,u(t) =
√
βm,upmtxgm,usm(t− κm,u) + wm,u(t), (7.4)

where gm,u denotes the complex channel gain, κm,u is the propagation delay, and

βm,u ∝ D−2
m,u incorporates the path loss effects, and Dm,u is the distance between

the mth transmitter and the uth communication receiver. We assume wm,u(t) ∼
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CN (0, σm,u) be circularly complex white Gaussian noise whose statistics are known

at the transmitter. The channel state information, expressed as the complex channel

gain vector g = [g1,1, g1,2, . . . , gM,1, . . . , gM,U ]T, is also assumed to be known at the

radar fusion center.

The communication performance is evaluated in terms of the achieved Shannon

capacity. The data rate from the mth transmitter to the uth receiver is expressed in

terms of Shannon’s capacity as:

<m,u = log

(
1 +
|gm,u|2pmtx

Γm,uσ2
m,u

)
= log

(
1 +

pm,tx
γm,u

)
, (7.5)

where Γm,u ≥ 1 represents the SNR gap which translates the loss in the data rate

into the loss in the SNR and is determined by the coding scheme, and γm,u =

Γm,uσ
2
m,u/|gm,u|

2. The sum data rate per radar pulse can be calculated as < =∑M
m=1

∑R
u=1<m,u.

7.2 Optimal Power Allocation for Distributed JRC MIMO System

7.2.1 Radar-Only Operation

The optimal power allocation for radar-only operation is derived in [75] as:

minimize 11×Mptx

s.t. ptx,min ≤ ptx ≤ ptx,max,

σx,y(ptx) = η.

(7.6)

The optimization in (7.6) minimizes the total transmit power for the distributed

MIMO radar such that a desirable localization accuracy, described in terms of the

CRB η, is achieved. The optimization problem (7.6) can be relaxed to the following

convex form [75]:

minimize 11×Mptx

s.t. ptx,min ≤ ptx ≤ ptx,max,

q− ηAptx ≤ 0.

(7.7)



104

The solution of the convex optimization problem (7.7) yields the optimized transmit

power vector ptx,opt, which can be used as a starting point for a local optimization

applied to the original optimization (7.6).

7.2.2 Communication-Only Operation

We assume that the waveform transmitted from each transmitter is broadcast to

all communication users (CUs) located in the vicinity of the JRC transmitters. We

also assume that the channel side information is known at the JRC transmitter and

communication receivers. We optimize the power allocation for communication oper-

ation by exploiting the conventional water-filling approach [70]. In such an approach,

the transmit power is amplified for each user to the pre-determined power level com-

pensating for the channel impairments. The desired power level is determined by

considering the SNR ratio of each user with the JRC transmitters. Generally, water-

filling approach invests more resources in the communication channels which have

better SNR.

The water-filling for the maximum allowable transmit power is achieved by solving

the following equation simultaneously for all the communication receivers (1 ≤ u ≤

U):

U

 ptx

Xu

 =

 Ptotalmax

γu

 , (7.8)

where

U =

 11×M 0

IM×M −1T
1×M

 , γu = −


γ1,r

γ2,r

...

γM,r

 ,

where Xu represents the water-filling power level. Eq. (7.8) may provide different

optimal power distributions for different CUs depending on their channel side infor-

mation. Moreover, the solution of Eq. (7.8) can also provide negative power if any
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channel has a deep fade. Therefore, we can write Eq. (7.8) for all the communication

receivers as the following constrained least-square optimization problem:

minimize
U∑
u=1

∣∣∣∣∣∣V
 ptx

Xu

− γu

∣∣∣∣∣∣
2

s.t. ptx,min ≤ ptx ≤ ptx,max,

1Tptx ≤ Ptotalmax ,

Xu ≥ 0, u = 1, 2, . . . , U,

(7.9)

where V =
[

IM×M −1T
1×M

]
and | · |2 is the l2 norm. Note that Xu is a free

parameter and its optimal value is also determined by the above optimization. The

optimization problem (7.9) is convex. However, unlike (7.6) and (7.7) where the least

power required for satisfactory radar operation is extracted, it utilizes the maximum

allowable power and distributes it with respect to channel quality for all the CUs. For

a given maximum power Ptotalmax , the optimization problem (7.9) tends to maximize

the water-filling level Xu, thus resulting in high data rate for the communication

channels which have better channel conditions.

7.2.3 Joint Radar-Communication System

The optimal power allocation extracted from the optimization problems (7.7) and

(7.9), respectively designed for radar-only and communication-only operations, are

not favorable for the acceptable joint operation JRC system. The power allocation

from optimization (7.7) provides the minimal required power from all the transmit-

ters of the distributed radar. As such, this scheme may not establish an acceptable

communication data rate as most of the transmitters work on a low power in ideal

radar conditions, resulting in unacceptable SNR and data rate for CUs. Moreover, the

resulting power from the optimization problem (7.7) is independent of the communica-

tion channel side information. Likewise, the resource allocation from the optimization

problem (7.9) is not suitable for radar operation as the power distribution for this
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case is independent of the radar performance and may result in unacceptable target

tracking performance, even after the maximum allowable power is utilized.

We can add the radar performance constraint in the optimization problem (7.9)

to obtain the following modified convex optimization problem:

minimize
U∑
u=1

∣∣∣∣∣∣V
 ptx

Xu

− γu

∣∣∣∣∣∣
2

s.t. ptx,min ≤ ptx ≤ ptx,max,

q− ηAptx ≤ 0,

1Tptx ≤ Ptotalmax ,

Xu ≥ 0, u = 1, 2, . . . , U.

(7.10)

The optimization problem (7.10) provides the optimal power allocation for distributed

JRC transmitters under the maximum allowable power constraint such that the local-

ization error for the radar operation is bounded by η. At the same time, our objective

function tends to maximize the water-filling level Xu to improve the communication

data rate.

7.3 Information Embedding

The information embedding can be accomplished by utilizing waveform diversity.

If each transmitter is assigned a dictionary of K radar waveforms, the total bits trans-

mitted from the distributed JRC MIMO system during one radar pulse is M logK,

provided that the dictionaries are non-overlapping and all transmitters are active.

The signal received at the communication receiver u can be expressed as:

su(t) =
M∑
m=1

sm,u(t)

=
M∑
m=1

√
βm,upmtxgm,usm(t− κm,u) + wu(t),

(7.11)
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where wu(t) =
∑M

m=1 wm,u(t). Matched filtering can be exploited at the communi-

cation receivers to synthesize the embedded information by feeding the time delayed

versions of su(t) in the matched filter as follows:

yu(k) =
1

T

∫ T

0

su(t+ k∆t)s∗m(t)dt

=


√
βm,upmtxgm,u + wu,k(t), if sm(t) transmitted,

wu,k(t), otherwise,

(7.12)

where ∆t is the time delay defining the time resolution of delay matched filtering, k

is a non-negative integer with 0 ≤ k ≤ T/∆t and wu,k(t) is the noise output.

7.4 Simulation Results

Consider a distributed JRC MIMO system consisting of M = 5 isotropic trans-

mitters located at (100, 1900) m, (250, 700) m, (1150, 1100) m, (1700, 300) m and

(1900, 1250) m, respectively, in the two-dimensional space. The radar uses N = 5 re-

ceive antennas located at (100, 1000) m, (450, 300) m, (1000, 1950) m, (1400, 150)

m and (1800, 950) m, respectively. A point target is located at the coordinate

of (1000, 1000) m. Two communication receivers are located at (250, 200) m and

(1150, 300) m, respectively. Fig. 7.2 shows the arrangement of the distributed JRC

MIMO system and the communication receivers in the two-dimensional coordinate

system. Each transmitter can transmit a maximum of 100 W power during each radar

pulse whereas the minimum allowed power for each transmitter is 1 W. Moreover, the

maximum total allowable transmit power from the distributed JRC MIMO system,

Ptotalmax , is 400 W. The data rate for the communication system is calculated in terms

of Shannon’s capacity.

The magnitude of all elements of the RCS vector h is assumed to be uniformly dis-

tributed between 0.9 to 1. For this simulation, we took the magnitude of h as [0.962,

0.912, 0.969, 0.977, 0.907, 0.918, 0.945, 0.952, 0.982, 0.957, 0.946, 0.945, 0.952, 0.982,

0.957, 0.964, 0.941, 0.915, 0.956, 0.909, 0.906, 0.979, 0.980, 0.996, 0.902]T whereas

their phases independently follow the uniform distribution. The path loss coefficients
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Figure 7.2. Simulation layout for distributed JRC MIMO system.

αm,n and βm,u are calculated using the location coordinates of the distributed JRC

MIMO system, the communication receivers, and the target, whereas ξm = 8.773×105

is assumed for all 1 ≤ m ≤ M . For the communication purpose, we considered

γ1 = −[1/0.8, 1/1, 1/0.01, 1/0.9, 1/0.95]T and γ2 = −[1/0.6, 1/0.9, 1/0.01, 1/0.85,

1/0.73]T. In this case, both communication receivers experience deep fading with

the third transmitter of the distributed JRC MIMO system. On the other hand, the

path loss coefficients αm,n are the highest for the third transmitter of the JRC system

because of its proximity with the target. This implies that the third transmitter is

the most important in determining the target localization. However, it is the least

important for optimizing the data rate for the communication system due to the

smallest communication SNR (deep fading) with both communication receivers.

Table 7.1 summarizes the power allocation results and the radar as well as commu-

nication performance for the optimization strategies of the radar-only case [75], the
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Table 7.1.
Power allocation for proposed JRC system for M = N = 5 and U = 2,
Ptotalmax = 400 W, ηdesired = 10 m2

Radar-only (7.7) Communication-only (7.9) JRC (7.10)

ptx (W)



1.0

1.0

90.46

1.0

1.0





99.45

99.95

1.02

99.86

99.72





89.39

81.27

72.22

79.43

77.69


Ptotal (W) 94.46 400 400

η (m2) 9.97 30.59 8.21

< (bits/pulse) 8.87 51.16 50.44

communication-only case, and the proposed JRC case. The desired radar performance

is the mean squared localization error of ηdesired = 10 m2.

The radar-only optimization scheme described in (7.7) provides the optimal power

required for the acceptable operation of radar. It allocates most of the transmit power

to the third transmitter because it provides the best target localization accuracy due

to its lowest path loss coefficient. However, the third transmitter has poor communi-

cation channel conditions, thus making it unsuitable for joint radar-communication

operation because the yielding communication sum data rate is only 8.87 bits/pulse.

The communication-only scheme (7.9) exploits water-filling under the available

power constraint to achieve the optimal sum data rate of 51.16 bits/pulse. It can

be observed that the least power is allocated to the third transmitter due to its

worst communication conditions and more power is allocated to other transmitters

with better communication channel conditions. Although this scheme is the best to

achieve the optimal data rate, it results in a high CRB of η = 30.59 m2 while using

400 W power, thus failing to achieve the desired radar performance, even consuming

the maximum allowable total power.
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The distributed JRC MIMO scheme described in (7.10) allocates the optimal

power to different transmitters by simultaneously considering the communication and

radar objectives. As the radar objective is the primary one, it is observed that the JRC

scheme allocates a considerable amount of power to the third transmitter, resulting

in the desired target localization accuracy with η = 8.21 m2, whereas the secondary

communication operation achieves a sum data rate of 50.44 bits/pulse. The results

clearly confirm the promising performance of the proposed strategy.

7.5 Remarks

In this chapter, we proposed a distributed JRC MIMO system which optimizes

the power allocation for a desired localization accuracy of the radar and improves

the communication data rate by considering the channel side information. The power

allocation was derived for the maximum allowable total power of the JRC transmitters

ensuring the desired radar-communication performance. Simulation results verify the

effectiveness of the proposed scheme.
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CHAPTER 8

FUTURE DIRECTIONS

The research carried out towards this dissertation has opened up several avenues in

spectrum sharing related to JRC systems. In the following, we recommend the inves-

tigation of following research problems that stem from this study:

1. Spectrum Sharing Under Channel Uncertainties

In the dissertation, we mostly focused on spectrum sharing strategies where the

radar target response and communication channel are precisely known, whereas some

preliminary results have been presented for channel conditions following Rayleigh dis-

tribution. However, it would be of great interest to work in this direction accounting

for channel uncertainties for radar as well as communication systems simultaneously

for a wide variety of channel uncertainties. Further research can be beneficial to de-

velop effective methods in this domain.

2. Massive Access Management

The radar subsystem estimates the target locations using the received pulsed sig-

nals reflected by the target. However, the JRC system is also receiving data from

massive number of communication users in the same frequency band. Therefore, it

is important for the JRC systems to be able to distinguish between the target echos

and received communication signals.

3. Location-Dependent Resource Allocation

The spatial location of radar, communication users, and target play critical role in

JRC system performance. The main challenge for JRC systems is to understand the

effect of mobility and adapt resource allocation according to it. Therefore, resource-
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dependent JRC strategies can be helpful to effectively optimize time, frequency, and

energy resources.

4. Incentive Mechanisms for JRC Systems

In distributed JRC systems, all the distributed sensors are responsible to detect

as much information about the target as possible. However, each node in the network

requires high bandwidth to perform this task. Game theoretic approaches can be

developed that distribute the spectrum resources in an intelligent manner such that

more incentive is provided to the nodes with better performance. Such approaches

can also be used in internet-of-things that sense the surrounding environments.

5. Security Issues

The radar systems are susceptible to jamming and eavesdropping attacks. Such

attacks can be easier in JRC systems as the system resources are shared with commu-

nication users. Due to the uncertainty of jamming patterns and the presence of active

eavesdroppers, JRC systems need to enable optimal defense strategies that counter

these problems.



113

REFERENCES CITED

[1] H. Griffiths, S. Blunt, L. Cohen, and L. Savy, “Challenge problems in spec-

trum engineering and waveform diversity,” in Proc. IEEE Radar Conf., Ottawa,

Canada, Apr.–May 2013, pp. 1–5.

[2] H. Griffiths, L. Cohen, S. Watts, E. Mokole, C. Baker, M. Wicks, and S. Blunt,

“Radar spectrum engineering and management: Technical and regulatory is-

sues,” Proc. IEEE, vol. 103, no. 1, pp. 85–102, Jan. 2015.

[3] C. Baylis, M. Fellows, L. Cohen, and R. J. Marks, “Solving the spectrum crisis:

Intelligent, reconfigurable microwave transmitter amplifiers for cognitive radar,”

IEEE Microw. Mag., vol. 15, no. 5, pp. 94–107, July-Aug. 2014.

[4] H. T. Hayvaci and B. Tavli, “Spectrum sharing in radar and wireless communi-

cation systems: A review,” in Proc. Int. Conf. Electromagn. in Advanced Appl.,

Palm Beach, Aruba, Aug. 2014, pp. 810–813.

[5] N. C. Luong, X. Lu, D. T. Hoang, D. Niyato, and D. I. Kim, “Radio re-

source management in joint radar and communication: A comprehensive survey,”

ArXiv, vol. abs/2007.13146, 2020.

[6] F. Liu, C. Masouros, A. P. Petropulu, H. Griffiths, and L. Hanzo, “Joint radar

and communication design: Applications, state-of-the-art, and the road ahead,”

IEEE Trans. Commun., vol. 68, no. 6, pp. 3834–3862, June 2020.

[7] S. Kumar, G. Costa, S. Kant, B. F. Flemming, N. Marchetti, and P. Mogensen,

“Spectrum sharing for next generation wireless communication networks,” in



114

Proc. First Int. Workshop on Cognitive Radio and Advanced Spectr. Manag.,

Aalborg, Denmark, Feb 2008, pp. 1–5.

[8] E. Biglieri, Principles of Cognitive Radio. Cambridge University Press, 2012.

[9] Q. Wu, Y. D. Zhang, M. G. Amin, and B. Himed, “High-resolution passive

SAR imaging exploiting structured Bayesian compressive sensing,” IEEE J. Sel.

Topics Signal Process., vol. 9, no. 8, pp. 1484–1497, 2015.

[10] H. D. Griffiths and C. J. Baker, An Introduction to Passive Radar, ser. Artech

House radar library. Norwood, MA, USA: Artech House Publishers, 2017.

[11] Y. D. Zhang, M. G. Amin, and B. Himed, “Structure-aware sparse reconstruc-

tion and applications to passive multistatic radar,” IEEE Aerosp. Electron. Syst.

Mag., vol. 32, no. 2, pp. 68–78, Feb. 2017.

[12] R. Saruthirathanaworakun, J. M. Peha, and L. M. Correia, “Opportunistic shar-

ing between rotating radar and cellular,” IEEE J. Sel. Areas Commun., vol. 30,

no. 10, pp. 1900–1910, Nov. 2012.

[13] D. W. Bliss, “Cooperative radar and communications signaling: The estimation

and information theory odd couple,” in Proc. IEEE Radar Conf., Cincinnati,

OH, May 2014, pp. 50–55.

[14] B. Paul, A. R. Chiriyath, and D. W. Bliss, “Survey of RF communications and

sensing convergence research,” IEEE Access, vol. 5, pp. 252–270, Dec. 2017.

[15] Z. Geng, H. Deng, and B. Himed, “Adaptive radar beamforming for interfer-

ence mitigation in radar-wireless spectrum sharing,” IEEE Signal Process. Lett.,

vol. 22, no. 4, pp. 484–488, April 2015.



115

[16] Kuan-Wen Huang, M. Bica, U. Mitra, and V. Koivunen, “Radar waveform design

in spectrum sharing environment: Coexistence and cognition,” in Proc. IEEE

Radar Conf., Johannesburg, South Africa, May 2015, pp. 1698–1703.

[17] B. Li and A. P. Petropulu, “Joint transmit designs for coexistence of MIMO wire-

less communications and sparse sensing radars in clutter,” IEEE Trans. Aerosp.

Electron. Syst., vol. 53, no. 6, pp. 2846–2864, Dec. 2017.

[18] B. Li, A. P. Petropulu, and W. Trappe, “Optimum co-design for spectrum sharing

between matrix completion based MIMO radars and a MIMO communication

system,” IEEE Trans. Signal Process., vol. 64, no. 17, pp. 4562–4575, Sep. 2016.

[19] A. Khawar, A. Abdelhadi, and T. C. Clancy, “Coexistence analysis between

radar and cellular system in los channel,” IEEE Antennas Wireless Propag. Lett.,

vol. 15, pp. 972–975, Oct. 2016.

[20] J. A. Mahal, A. Khawar, A. Abdelhadi, and T. C. Clancy, “Spectral coexistence

of MIMO radar and MIMO cellular system,” IEEE Trans. Aerosp. Electron. Syst,

vol. 53, no. 2, pp. 655–668, April 2017.

[21] F. Paisana, N. Marchetti, and L. A. DaSilva, “Radar, TV and cellular bands:

Which spectrum access techniques for which bands?” Commun. Surveys & Tuts.,

vol. 16, no. 3, pp. 1193–1220, 2014.

[22] F. Liu, C. Masouros, A. Li, and T. Ratnarajah, “Robust MIMO beamforming

for cellular and radar coexistence,” IEEE Wireless Commun. Lett., vol. 6, no. 3,

pp. 374–377, June 2017.

[23] C. Sturm, T. Zwick, and W. Wiesbeck, “An OFDM system concept for joint

radar and communications operations,” in Proc. IEEE 69th Veh. Technol. Conf.,

Barcelona, Spain, April 2009, pp. 1–5.



116

[24] S. C. Surender, R. M. Narayanan, and C. R. Das, “Performance analysis of

communications & radar coexistence in a covert UWB OSA system,” in Proc.

IEEE Global Telecommun. Conf., Miami, FL, Dec. 2010, pp. 1–5.

[25] S. D. Blunt, M. R. Cook, and J. Stiles, “Embedding information into radar emis-

sions via waveform implementation,” in Proc. Intl. Waveform Diversity Design

Conf., Niagara Falls, Canada, Aug. 2010, pp. 195–199.

[26] A. Hassanien, M. G. Amin, Y. D. Zhang, and F. Ahmad, “Signaling strategies

for dual-function radar communications: an overview,” IEEE Aerosp. Electron.

Syst. Mag., vol. 31, no. 10, pp. 36–45, Oct. 2016.

[27] J. Euziere, R. Guinvarc’h, M. Lesturgie, B. Uguen, and R. Gillard, “Dual func-

tion radar communication time-modulated array,” in Proc. International Radar

Conf., Lille, France, Oct. 2014, pp. 1–4.

[28] A. Hassanien, M. G. Amin, Y. D. Zhang, and F. Ahmad, “A dual function radar-

communications system using sidelobe control and waveform diversity,” in Proc.

IEEE Radar Conf., Arlington, VA, May 2015, pp. 1260–1263.

[29] ——, “Dual-function radar-communications: Information embedding using side-

lobe control and waveform diversity,” IEEE Trans. Signal Process., vol. 64, no. 8,

pp. 2168–2181, April 2016.

[30] ——, “Efficient sidelobe ASK based dual-function radar-communications,” in

Proc. SPIE Defense + Security, Radar Sensor Technology Conf., Baltimore, MD,

April 2016.

[31] ——, “Dual-function radar-communications using phase-rotational invariance,”

in Proc. European Signal Process. Conf., Nice, France, Aug. 2015, pp. 1346–1350.



117

[32] A. Hassanien, M. G. Amin, Y. D. Zhang, F. Ahmad, and B. Himed, “Non-

coherent PSK-based dual-function radar-communication systems,” in Proc.

IEEE Radar Conf., Philadelphia, PA, May 2016, pp. 1–6.

[33] A. Hassanien, M. G. Amin, Y. D. Zhang, and F. Ahmad, “Phase-modulation

based dual-function radar-communications,” IET Radar, Sonar, Navig., vol. 10,

no. 8, pp. 1411–1421, March 2016.

[34] A. Hassanien, B. Himed, and B. D. Rigling, “A dual-function MIMO radar-

communications system using frequency-hopping waveforms,” in Proc. IEEE

Radar Conf., Seattle, WA, May 2017, pp. 1721–1725.

[35] A. Hassanien, M. G. Amin, and Y. D. Zhang, “Computationally efficient beam-

pattern synthesis for dual-function radar-communications,” in Proc. SPIE De-

fense + Security, Radar Sensor Technology Conf., Baltimore, MD, April 2016.

[36] P. M. McCormick, S. D. Blunt, and J. G. Metcalf, “Simultaneous radar and

communications emissions from a common aperture, part I: Theory,” in IEEE

Radar Conf., May 2017, pp. 1685–1690.

[37] A. R. Chiriyath, B. Paul, and D. W. Bliss, “Radar-communications convergence:

Coexistence, cooperation, and co-design,” IEEE Trans. Cogn. Commun. Netw.,

vol. 3, no. 1, pp. 1–12, March 2017.

[38] A. Ahmed, Y. D. Zhang, and B. Himed, “Multi-user dual-function radar-

communications exploiting sidelobe control and waveform diversity,” in Proc.

IEEE Radar Conf., Oklahoma City, OK., Apr. 2018, pp. 698–702.
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APPENDIX A

RADAR TERMINOLOGY

Radar is an acronym for RAdio Detection And Ranging. In simple words, it is an

object detection system that transmits electromagnetic waves and analyzes the echoes

reflected from the objects. However, modern radars can perform quite a lot number

of tasks apart from target detection and tracking.

Categorization of Radars

Radars can be broadly categorized into several categories. In the following, we

discuss only the most common characteristics on the basis of which the radars are

usually classified:

Illuminator

Active radars are equipped with transmitter(s) which illuminate the target. On

the other hand, passive radars rely on the illuminators of opportunity, like communi-

cation networks, to perform the radar tasks.

Transmission Rate

Pulsed radars emit the transmit waveforms in the forms of pulses. The time

duration between the activation of two pulses is called pulse repetition interval. The

inverse of pulse repetition interval is regarded as pulse repetition frequency.

Continuous wave radars transmit the radar waveforms continuously. The reflected

signals from the target are inspected to perform the radar tasks.
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Geometry

Monostatic radars perform the transmit and receive operation at the same physical

location. On the other hand, transmitters and receivers are spatially employed at

different locations in the bistatic or multistatic radars.

Basic Operation

The simplest radar operation can be divided into 4 steps:

• The radar is transmitting an electromagnetic pulse.

• The radar switches to listening mode.

• The pulse is reflected by a target.

• The radar receives the echoes from the transmitted pulse.

Using various properties of the received echo, the radar can extract parameters such

as the range and velocity of the target

Radar Cross-section

Radar cross-section is a measure of how detectable an object is by radar. A larger

RCS indicates that an object is more easily detected.

All objects reflect a limited amount of radar energy back to the radar. The factors

that influence this include:

• The material of which the object is made;

• Size of the object relative to the radar wavelength;

• Absolute size of the object;

• Incident and reflected angles of the radar signals with the object;

• polarization of the radar transmit signals and the signals reflected by the target.
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Radar Equation

The radar equation provides the mathematical framework for the basic radar

operation. According to this equation, the receive power of the radar Pr due to

target echo can be represented in terms of the transmit power Pt as follows:

Pr =
PtG

2λ2σ

(4π)3R4L
. (A.1)

Here,

• Pt: transmit power of the radar;

• Pr: received power at the radar from the target echo;

• G: antenna gain;

• λ: operating wavelength;

• σ: target radar cross-section

• R: range from the radar to the target;

• L: Other losses (system, propagation.

Rearranging the radar equation we get:

R =

(
PtG

2λ2σ

(4π)3PrL

)1/4

. (A.2)

This implies that the low frequencies are preferable for long-range targets.

Range Calculation

The range of the target from the radar can be determined by the time-delay of

the echoed signal from the target. Mathematically,

R =
cτ

2
, (A.3)

where c is the speed of electromagnetic waves and τ is the time-delay of the target

echo. The factor of 2 in the above equation is due to the fact that the radar signals
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cover the distance equal to twice the range. This is because the signals travel from

the radar transmitter to the target and then from the target to their way back to the

radar receiver.

Range Resolution

Range resolution is the ability of the radar to separate the closely spaced targets.

The range resolution ρ can be mathematically expressed as:

ρ ≥ cT

2
≈ c

2B
, (A.4)

where T is the pulse duration and B is the bandwidth.

If the distance between the two targets is less than cT/2, the reflected signal from

the both targets merge with each other. Advanced technique like pulse compression

can enhance the range resolution. The above equation shows that the range resolution

can be improved if the radar bandwidth is very high.

Maximum Unambiguous Range

Radar is not able to discriminate between echoes from an older and the current

pulse transmission. In this context, we can define the maximum unambiguous range

as follows:

Rmax =
cTpri

2
=

c

2fprf

, (A.5)

where Tpri and fprf respectively represent the pulse repetition interval and pulse rep-

etition frequency.

Slow Time and Fast Time

Radar signals from each pulse repetition interval are sorted in memory for further

processing. In this context, following two definitions are important:
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• Fast time: refers to the different sampling time slots composing a pulse repetition

interval. Fast time is dependent on the sampling rate of radar analog-to-digital

converter.

• Slow time: It can be considered as the pulse repetition index. It is updated once

at each pulse repetition interval.

Suppose that a radar transmits pulses with a pulse repetition interval of 1 msec.

The reflected signals will be recorded by the radar receiver in the fast time. The slow

time index will start from 0 and will update on each pulse. If the sampling time of

radar receiver is 1 µsec, it will record 1000 fast-time samples corresponding to each

slow-time index or pulse.
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APPENDIX B

SOFTWARE IMPLEMENTATION

In this appendix, we give a brief overview of the software packages used during this

dissertation.

MATLAB

MATLAB is a multi-paradigm numerical computing environment and proprietary

programming language developed by MathWorks. It allows matrix manipulations,

plotting of functions and data, implementation of algorithms, creation of user inter-

faces, and interfacing with programs written in other languages.

MATLAB has served as the main programming environment for this thesis. We

have integrated other useful toolboxes and solvers with MATLAB for carrying out

the simulations.

CVX

CVX is a MATLAB-based modeling system for solving convex optimizations.

CVX helps the users to model their optimization in the form of MATLAB expressions.

Different commercial and academic solvers can also be integrated with CVX; how-

ever, CVX default repository contains SeDuMI, SDPT3, Gurobi, Mosek, and GLPK.

Each solver has different capabilities and different levels of performance. For in-

stance, SeDuMi, SDPT3, and MOSEK support all of the continuous (non-integer)

models that CVX itself supports, while Gurobi is more limited, in that it does not

support semidefinite constraints; and GLPK is limited even further. On the other

hand, Gurobi, GLPK, and MOSEK support mixed-integer optimizations, while Se-

DuMi and SDPT3 do not.
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Gurobi and Mosek require additional academic or commercial license. Academic

licenses are free to download and install on educational networks. Both of these

solvers can also be used with Python.

Gurobi

The Gurobi Optimizer is a commercial optimization solver for linear program-

ming, quadratic programming, quadratically constrained programming, mixed inte-

ger linear programming, mixed-integer quadratic programming, and mixed-integer

quadratically constrained programming.

The Gurobi Optimizer also includes a number of features to support the building

of optimization models including support for:

• Multiple objectives with flexibility in how they are prioritized General con-

straints such as MIN/MAX, ABS, AND/OR, and indicator constraints help

avoid having to turn commonly occurring constraints in linear constraints.

• Models with convex, piecewise-linear objective functions, to capture certain non-

linear problems.

• Arbitrary piecewise-linear objective functions, to make it easier to express this

common modeling feature.

• Distributed tuning, to speed the exploration of parameter settings to speed solve

times.

• The Gurobi Optimizer also has options to deploy on the cloud and for client-

server computing.

The Gurobi optimizer can also be used within the CVX toolbox. Currently, Gurobi

is free for academic use.

MOSEK

MOSEK is a software package for the solution of linear, mixed-integer linear,

quadratic, mixed-integer quadratic, quadratically constraint, conic and convex non-
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linear mathematical optimization problems. The emphasis in MOSEK is on solving

large scale sparse problems, particularly the interior-point optimizer for linear, conic

quadratic and semi-definite. The software is particularly very efficient solving the

latter set of problems.

A special feature of the MOSEK interior-point optimizer is that it is based on the

so-called homogeneous model. This implies that MOSEK can reliably detect a primal

and/or dual infeasible status as documented in several published papers.

The MOSEK optimizer can also be used within the CVX toolbox. Currently,

MOSEK is free for academic use.
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