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ABSTRACT         

The goal of Bayesian analysis is to reduce the uncertainty about unobserved variables by 

combining prior knowledge with observations. A fundamental limitation of any statistical model, 

including Bayesian approaches, is the inability of the model to learn new structures. These 

models are referred to as parametric models. The goal of the learning process is to estimate the 

correct values for these parameters. The accuracy of the parameters improves with more data but 

the model’s structure remains fixed and therefore new observations will not affect the overall 

complexity (e.g. number of parameters in the model). One way to address this problem is to 

define many different models and then to select the most likely one based on the observed data. 

However, the model selection process is computationally expensive, often requires large amounts 

of data and is critically dependent on a meaningful selection criterion.  

Recently, nonparametric Bayesian methods have become a popular alternative to 

Bayesian approaches. In such approaches, we do not fix the complexity a priori (e.g. the number 

of mixture components in a mixture model) and instead place a prior over the complexity (or 

model structure). This prior usually biases the system towards sparse or low complexity solutions. 

This helps to control the number of parameters in the model yet allows the structure to be learned 

during a data-driven training process. Therefore models can adapt to new data encountered during 

the training process without distorting the modalities it has learned on the previously seen data.  

In speech recognition technology, we deal with the complexity problem at many levels. 

Examples in acoustic modeling include the number of states and the number of mixture 

components in a hidden Markov model (HMM). Also, the number of models (and parameter-

sharing between these models) is often determined as a compromise between complexity and 

computational issues. In language modeling, we must estimate the probabilities of unseen events 

in very large but sparse N-gram models. Nonparametric Bayesian modeling has been previously 

used to smooth such N-gram language models. 
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In this proposal, our goal is to investigate the application of nonparametric Bayesian 

modeling to acoustic modeling. Three important problems fundamental to the acoustic modeling 

component of a large vocabulary speaker independent continuous speech recognition system are 

addressed: (1) automatic discovery of sub-word acoustic units; (2) statistical modeling of sub-

word acoustic units; and (3) supervised training algorithms for nonparametric acoustic models. 

We propose a nonparametric Bayesian algorithm based on an ergodic Hierarchical Dirichlet 

Process HMM (HDP-HMM) that automatically segments and clusters the speech signal. We 

apply this algorithm to the problems of automatic discovery of acoustic sub-word units and 

generation of a pronunciation lexicon. 

A new type of HDP-HMM is presented that preserves the useful left-to-right properties of 

a conventional HMM, yet still supports automated learning of the structure and complexity from 

data. We will introduce a nonparametric Bayesian algorithm for training these models for 

continuous speech recognition that allows us to infer different HDP-HMM models and segment 

the training data simultaneously. This eliminates the need for manual sub-word segmentation of 

the data. Moreover, a nonparametric Bayesian approach is introduced that replaces the phonetic 

decision tree used in state of the art speech recognizers to tie triphone states.  

Our nonparametric Bayesian approaches improve a model’s flexibility and its ability to 

adapt to previously unseen events. This is critical when training speech recognition systems on 

imperfect data where there might be channel mismatches or noisy transcriptions. We expect our 

proposed solutions for these well-known acoustical modeling problems to outperform 

conventional approaches without increasing complexity. This will enable a new generation of 

speech recognition systems capable of being trained on vast archives of found data (e.g., 

YouTube) and to enable the rapid development of speech recognition systems in new languages. 
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tractable. Hierarchical modeling can be used to increase the power of nonparametric Bayesian 

models (Teh et al., 2006): First, hierarchical modeling provides better control over the large 

number of degrees of freedom that exist in nonparametric models (Teh & Jordan, 2010). Second, 

it makes it possible to use simple building blocks (e.g., a Dirichlet process) to construct models 

that have rich probabilistic structures (Teh & Jordan, 2010).  

In speech recognition, like other pattern recognition applications, selection of an 

appropriate model complexity and the optimal hyperparameters are among the most difficult and 

time-consuming parts of the process, and has a direct effect on performance of the system. Model 

complexity is not just confined to the complexity of an individual hidden Markov model (HMM) 

or mixture model but it also includes the overall complexity of the system. A typical state of the 

art speech recognition system has a large number of degrees of freedom, often utilizing over 10M 

parameters that must be estimated during training. These parameters must be estimated using a 

complicated bootstrapping process. A major goal of this proposal is a formalization of this 

process in which a nonparametric extension is constructed within a hierarchical framework.  

Among many possible hierarchical Bayesian nonparametric models, in this proposal we 

only consider the hierarchical Dirichlet process (HDP) (Teh, et al., 2006). The motivation for 

defining an HDP can be understood better by considering the problem of modeling related 

grouped data. In this problem we are interested in modeling several groups of related data using 

mixture models. In a traditional nonparametric Bayesian solution we can use a Dirichlet process 

(DP) prior for each group. This solution can indeed solve the problem by modeling each group 

using a mixture model, but the resulting mixtures are not linked.  

In many applications, for a variety of reasons to be explained later, we want to share 

components among groups. For example, in topic modeling application, each document can be 

regarded as a group (Teh et al., 2004). Moreover, under an exchangeability assumption (e.g. bag 

of words), we can model each document as a probability distribution across topics (Teh & Jordan, 

2010). In this case, each topic is a probability distribution across words. It should be noted that a 
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document could have several topics with different strengths. Because the number of topics is 

unbounded the problem fits within the nonparametric framework. Specifically, it is an example of 

a Dirichlet process mixture (DPM) model. However, if we want different documents to share 

topics then we have to define another layer that links these individual DPMs together. In other 

words, there should be a common pool that contains all possible topics. Each document can be 

generated by first randomly selecting topics from this common pool and then generating words 

according to the topic specific distributions. The details of this model will be discussed in 

following chapters.  

HMMs are a time series generalization of a mixture model (Rabiner, 1989). As stated 

above, a DPM can also be considered as a nonparametric extension of a mixture model. 

Therefore, we expect to have a similar structure for nonparametric HMMs. An analogous 

structure exists, but it is based on a hierarchical Dirichlet process (Teh et al., 2006) and therefore 

is referred to as an HDP-HMM. To understand the motivation behind this definition we can 

imagine a segmentation problem where the number of segments is not known a priori and each 

segment can be represented by one state of an HMM. A parametric HMM cannot find the 

segments since the number of segments is not known. One potential solution is to use a model 

comparison technique (Meignier et al., 2001) and select the model with maximum likelihood. 

This solution is prone to overfitting (the likelihood will always increase as we increase the 

number of segments). Therefore a heuristic cost function is needed to determine when to stop the 

process so we avoid overfitting. Alternatively, a nonparametric HMM can learn the number of 

segments and therefore does not need any form of heuristic tuning. 

In this proposal, we propose application of the nonparametric Bayesian approach to the 

acoustic modeling problem in speech recognition. In an earlier preliminary study, we have 

studied the application of a Dirichlet Process Mixture (DPM) model to the speaker adaption 

problem (Harati et al., 2012). In that study we have shown that DPM can successfully replace the 

regression tree in Maximum Likelihood Linear Regression (MLLR). Figure 1 compares the word 
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error rate (WER) for monophone models for both a DPM and a regression tree. From this figure, 

we can see that DPM improves performance over MLLR by 10%. This study was one of the 

motivations for the current proposal since it demonstrates that the nonparametric Bayesian 

framework is promising for speech recognition problems.   

 In the second part of this proposal, nonparametric Bayesian methods used in the 

subsequent sections will briefly be introduced. In  Chapter 3 we introduce the acoustic modeling 

problem. After these introductory sections, we will focus on three primary applications of 

nonparametric Bayesian methods that are the subject of this proposal.  

In  Chapter 4, we study the segmentation problem. Segmentation is among the most 

fundamental problems in speech and signal processing. In this section, an approach for 

automatically segmenting speech utterances will be proposed. Despite its importance, a 

segmentation algorithm by itself is not extremely useful. Hence, in this section we also propose to 

apply the nonparametric Bayesian approach to segment and cluster speech utterances in order to 

automatically discover acoustic sub-word units. This could replace more traditionally used 

 

Figure 1 – A comparison of regression tree and DPM based clustering (Harati et al., 2012). 
Inference was implemented using an ADVP algorithm. 
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sub-word units such as context–dependent phones. Finally, we propose a method to generate a 

lexicon to map words into these sub-word units. 

In  Chapter 5, we turn our attention to the problem of nonparametric Bayesian modeling 

of individual sub-word units. This problem is traditionally approached in a state of the art speech 

recognizer using left-to-right HMMs with a fixed number of states and a predetermined number 

of Gaussians per state (Rabiner, 1989). In this section we propose a new topologically constrained 

HDP-HMM, which we call left-to-right HDP-HMM with HDP emissions, and its corresponding 

inference algorithm. The proposed model will learn both the number of states and number of 

mixtures automatically from the data. 

Finally in  Chapter 6, we present an approach for training a complete speech recognizer 

within the nonparametric Bayesian framework. This approach will use the left-to-right 

HDP-HMMs to model each individual sub-word unit. Moreover, it can be used to train 

continuous speech recognizers using only utterance level transcriptions. We also introduce a 

data-driven nonparametric Bayesian approach to replace phonetic trees for state tying. In  Chapter 

7, the research plan will be proposed and in  Chapter 8 some conclusions and future directions will 

be discussed.          
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observations by biasing the model toward simpler structures. With the availability of big data 

resources (e.g. online videos at sites such as YouTube) these models becomes even more 

important since they can use the data more efficiently. Like all Bayesian approaches, 

nonparametric Bayesian approaches use Bayes Rule to combine the prior distributions with the 

observations (e.g. likelihoods) to estimate the posterior distribution for the models. This posterior 

implicitly contains the structure we have learned from the data. Depending on how we define the 

prior distribution we can define an unlimited number of nonparametric Bayesian models. In this 

proposal we are interested in a very specific type of prior based on the Dirichlet Process, and 

therefore we restrict our discussion to this form of prior. 

Mixture models are a very popular basic building block in many machine learning 

applications and also provide a framework for more complex models. For example, mixture 

models are used extensively in HMMs. A Dirichlet distribution is a parametric prior used 

frequently in Bayesian approaches involving mixture models. In this chapter we will review the 

Dirichlet distribution and its application in Bayesian modeling, including the use of mixture 

distributions. We then will introduce a nonparametric counterpart in which we replace the 

Dirichlet distribution with a Dirichlet Process (DP). Dirichlet processes, historically, are among 

the first priors used in nonparametric Bayesian modeling (Teh, 2010). Beside their applications in 

mixture modeling problems they also have been used as a building block for many other 

nonparametric models including the Hierarchical Dirichlet Process (HDP) (Teh & Jordan, 2010) 

and the infinite HMM (iHMMs) (Beal, 2002) which are also known as HDP-HMMs 

(Teh et al., 2006; Fox et al., 2011). These form the basis for the work presented in this proposal. 

2.1 The Dirichlet Distribution  

Consider a random variable x over a finite K-dimensional space X={1,2,…,K}. The 

probability mass function in this space can be represented by a K-dimensional vector 
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( )1 2, ,..., Kπ π π π=  where 0 1kπ≤ ≤  and 
1

1
K

k
k

π
=

= . This vector can characterize a 

multinomial distribution that is defined as: 

 ( ) ( )1 2

!
, ,..., | ,   ,  .

!
km

N k k n
nkkk

N
p x x x m x k

m
π π δ= ∏∏

  (1) 

Equation (1) can be used to calculate the probability of selecting a category or class 

among K possible classes. In this definition mk is the number of observations of category k. Given 

N observations, π can be estimated using a maximum likelihood (ML) approach (Sudderth, 2006). 

ML is a point estimate that means it does not estimate the posterior distribution; instead it just 

estimates an important point (e.g. mean) of this distribution.  In the case of a multinomial 

distribution, the result is empirical frequencies of discrete categories (e.g. for a specific 

observation the probability of each category can be calculated by dividing the number of samples 

in that category by the total number of samples):  

 ( ) 1 2

1

arg max log | , ,...,  .
N

K
n

n

m m m
p x

N N Nπ
π π

=

 = =  
 


 (2)  

However, if the number of data points is not large enough, ML estimation of π will have a high 

variance (e.g. the estimated value varies around the real value by a large amount) and some 

categories even may have a zero probability. Estimating zero probability for an event means that 

that we believe that event will never happen. In practice many events of interests are rare but with 

some positive probability of happening and therefore estimating a zero probability for their 

occurrences is a bad estimation.   

An example of this problem is the problem of N-gram modeling of phonemes. For 

instance, consider the problem of finding the probability of 3-grams of phonemes occurring in 

English. Given a finite amount of text, many 3-grams will never be observed. If we model the 

problem using a multinomial distribution and use an ML approach to estimate the occurrence 

probabilities, the result will contain many zeroes or unrealistically small numbers. The estimated 
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value for the probability of each 3-gram (parameters in question) will be a point estimate, in this 

case the mean, of the underlying distribution for these parameters.  

An alternate approach is to infer π using a Bayesian approach (Gelman, 2004). We should 

define a prior on π in such a way that a posterior inferred by multiplying the prior and likelihoods 

remain in the same family of distributions. In Bayesian statistics, this particular property is named 

conjugacy (Gelman, 2004) and the prior is called a conjugate prior for the likelihood. For 

example, the conjugate prior for the Gaussian distribution with known covariance is itself a 

Gaussian distribution. Consider N Gaussian observations x1,x2,…,xN. Suppose the covariance 

matrix Σ is known. We can place a normal prior over the mean with mean μ0 and covariance Σ0. 

This prior is indicated with Norm(μ0,Σ0).  After observing N data points the posterior over the 

mean is found using Bayes Rule and given by: 

 p μ | x
1
,..., x

N
,Σ,μ

0
,Σ

0( ) = Norm Σ
0
−1 + Σ−1( )−1

+ Σ
0
−1μ

0
+ Σ−1 x

i
i=1

N








, Σ

0
−1 + Σ−1( )−1





 . (3)  

In the case of a multinomial distribution, the conjugate distribution is a Dirichlet 

distribution (Teh, 2010):    

 ( ) ( ) ( )
1

1 2| , ,..., ,   0  .k

k
k

K k k
kk

k

P Dir α
α

π α α α α π α
α

−

 Γ  
 = >

Γ


∏∏

  (4) 

In this definition Γ is the gamma function and defined by: 

 
0

( )  .z t dt
z t e

t

∞
−Γ =   (5) 

 A Gamma function is an extension of a factorial function to real and complex numbers (Milton 

et al., 1974).  The concentration parameter, α, in  is proportional to the inverse of the variance 

(Teh, 2010). Therefore, (5) places a probability distribution over π which itself is a probability 

distribution. 
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A Dirichlet distribution, like all other discrete distributions, can be represented by two 

sets of parameters: locations of the impulse functions and their corresponding weights. The 

impulse functions are often referred to as “atoms”. For example, in a binomial distribution, there 

are exactly 2 atoms, x=0 and x=1, and two corresponding weights, P(x=0) and P(x=1). 

The mean of Dirichlet distribution is given by:  

 [ ] .k
k

j
j

Eα
απ

α
=


 (6) 

 If the parameter α is set symmetrically (e.g. set to equal values for all K dimensions): 

 
jj

k K

α
α =


 (7) 

then the variance of the distribution is given by (Gelman et al., 2004): 

 [ ] ( )2

1
.

1
k

jj

K
Var

K
α π

α
−=

+
 (8)  

Equation (8) clearly shows that the variance of the Dirichlet distribution is inversely proportional 

to the concentration parameter α. In other words, large concentration parameters correspond to 

distributions concentrated around the mean. For example, if a Dirichlet distribution is used as a 

prior then this implies the most likely value for the prior is around its mean, which is also 

equivalent to having a high confidence in the mean of the prior.  

Given some data we can obtain a posterior distribution for π using Bayes rule (by 

multiplying the prior and likelihood): 

 ( ) ( ) ( )1 2 1 2| , ,..., , | , ,..., |  .N Np x x x p p x x xπ α π α π∝  (9) 

By substituting from (1) and (4) we can write: 

 ( ) ( )1
1 2 1 1

1

| , ,..., , ,...,  .k k

K
m

N k K K
k

p x x x Dir m mαπ α π α α+ −

=

∝ ∝ + +∏  (10) 
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Equation (10) unlike (2)  gives a distribution over π. The parameters of this distribution are 

learned from both the observed data and the prior assumptions. 

From  (10) we can see αk acts as a pseudo observation. A pseudo observation is a term 

used to weight our belief in the prior knowledge. Mathematically it acts as an actual observation 

though it is not really observed. Hence, we refer to it as a pseudo observation for category k. The 

total number of pseudo observations, α0, is equal to the sum of αk: 

 0 .kk
α α=  (11) 

By considering this fact and (8) we can see the variance of the estimation decreases by increasing 

the number of pseudo observations. The predictive distribution for a new observation, which is 

the distribution of unseen data given observed data and priors, can be written using (1) and (10) : 

 ( )1| ,..., ,  .k k
new N

jj

m
p x x x

N

αα
α

+=
+

 (12) 

 An explanatory example of the above discussion can be seen in language modeling. A language 

model assigns a probability to a document. One simple unigram language model is a multinomial 

language model (e.g. bag of words). If we define the language model for a document (D) as πD 

then for a sequence of independent terms we can write: 

 ( ) ( )1
1

,..., | |  .
N

N D i D
i

p T T p Tπ π
=

= ∏  (13) 

In this equation each ( )|i Dp T π
 
is a multinomial distribution. 

As a simple example, consider a search engine application where we have some number 

of documents and a goal of finding the most relevant documents given a “query” of several terms. 

For each document D, we have to compute (13). To compute this probability we have to compute 

πD for all terms in the query. If we use the maximum likelihood solution in (2), we might get a 

zero probability for a document if one of the terms does not exist in the document. Obviously, it 

is not an acceptable solution for a search engine application. On the other hand, estimating πD 
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using a Dirichlet distribution as shown in (10) will solve this problem since it always gives a 

nonzero probability even if some of the terms are not presented in a document. 

2.2 Dirichlet Process  

A Dirichlet process (DP) is a distribution over distributions, or more precisely over 

discrete distributions. Formally, a Dirichlet process, DP(α,G0), is “defined to be the distribution 

of a random probability measure G over Θ such that for any finite measurable partition 

(A1,A2,…,Ar) of Θ the random distribution (G(A1),…,G(Ar)) is distributed as finite dimensional 

Dirichlet distribution” (Teh et al., 2006): 

 G A1( ),...,G Ar( )( ) ~ Dir αG0 A1( ),...,αG0 Ar( )( )  . (14) 

In this definition α is the concentration parameter and is proportional to the inverse of the 

variance; G0 is the base distribution and is the mean of the DP (e.g. ( )( ) ( )0E G A G A= ). 

A constructive definition for a Dirichlet process is given by Sethuraman (1994) which is 

known as the Griffiths, Engen and McCloskey (GEM) construction, or the stick-breaking 

construction. This construction explicitly shows that draws (or in other words samples) from a DP 

are discrete with probability one: 

 

vk |α ,G0 ~ Beta 1,α( ), θk |α ,G0 ~ G0

βk = vk 1− vl( )
l=1

k−1

∏ , G = βkδθk
k=1

∞

  .
 (15) 

Starting with a stick of length one, we break it at ʋ1 and assign the length to β1. Then we 

recursively break the remaining part of the stick and assign the corresponding lengths to βk. In 

this representation β can be interpreted as a random probability measure over positive integers 

and is denoted by β~GEM(α).  

Another representation of a DP is the Polya urn process. In this approach, we consider 

i.i.d. draws from a DP and consider the predictive distribution over these draws (Teh et al., 2006): 
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 θ i |θ1,...,θ i−1,α ,G0 ~
1

N −1+ α
δθk

+
k=1

i−1

 α
N −1+ α

G0  . (16)  

In the urn interpretation of (16), we have an urn with several balls of different colors in it. We 

draw a ball and put it back in the urn and add another ball of the same color to the urn. With 

probability proportional to α we draw a ball with a new color. To make the clustering property 

more clear, we should introduce a new set of variables that represent distinct values of the atoms 

(e.g. observed balls). Let 
* *
1 ,..., Kθ θ  be the distinct values and mk be the number of lθ  associated 

with 
*
kθ . We now have: 

 θi |θ1,...,θi−1,α ,G0 ~
mk

i −1+ α
δ

θk
* +

k=1

K

 α
i −1+ α

G0  . (17) 

Another useful interpretation of (17) is the Chinese restaurant process (CRP). In a CRP 

we have a Chinese restaurant with infinite number of tables. A new customer iθ  comes into the 

restaurant and can either sit around one of the occupied tables with probability proportional to the 

number of people already sitting there (mk) or initiate a new table with probability proportional to 

α. In this metaphor, each customer is a data point and each table is a cluster. Let zi indicate the 

cluster associated with ith observation. A CRP is the interpretation of the predictive distribution: 

 ( ) ( ) ( )1 1
1

1
| ,...., , , ,  .

K

N N k
k

p z z z z m z k z k
N

α δ αδ
α+

=

 = = + +  
  (18) 

As this equation shows new data points (customers) tend to sit around crowded tables and 

eat the food served on that table (in other words, customers are social). However, sometimes, a 

customer initiates a new table (e.g. cluster) and orders new food. This metaphor illustrates a 

generative model for mixture modeling problem; where each component corresponds to a table 

and the food served at each table corresponds to the parameters of that component. CRF shows 

how data can be generated in a Dirichlet Process Mixture model.  
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As an illustrative example, consider the problem of automatic acoustic unit discovery. 

Given a set of segments (assume that data is pre-segmented) the goal is to cluster the segments 

into some units. However, the number of units is not known a priori.  If we think of each 

“segment” as a customer then we see CRP acts as a prior distribution over the clusters. 

A Dirichlet Process Mixture (DPM) is defined as: 

 

( )

{ } ( )
0 0

|

| ( )

| ~

| ,  .
i

i

k

i i k z

GEM

z Mult

G G

x z F

π α α
π π

θ

θ θ






 (19) 

In this model, observations ix are sampled from an indexed family of distributions denoted by F.  

If F is assumed to be Gaussian then the result is an infinite Gaussian mixture model. In the case 

of the acoustic unit discovery example, a Gaussian distribution is too simple to model a speech 

segment accurately and therefore better models are needed (e.g. Gaussian mixtures or dynamic 

models). It should be noted that a CRP induces priors that prefer simpler models (e.g. tables with 

many customers but fewer number of tables in a restaurant) which means number of discovered 

units would be much smaller than the number of observed segments.  

2.3 Hierarchical Dirichlet Process 

A Hierarchical Dirichlet Process (HDP) is the natural extension of a Dirichlet process for 

problems with multiple groups of data. Usually, data is split into J groups a priori. For example, 

consider a collection of documents. If words are considered as data points, each document would 

be a group. We want to model data inside a group using a mixture model. However, we are also 

interested in tying groups together, i.e. to share clusters across all groups. Let’s assume that we 

have an indexed collection of DPs with a common base distribution {Gj}~DP(α,G0). 

Unfortunately this simple model cannot solve the problem since for continuous G0 different Gj 
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have no atoms in common. The solution is to use a discrete G0 with broad support. In other 

words, G0 is itself a draw from a Dirichlet process.  

An HDP is defined by (Teh & Jordan, 2010):  

 

G
0

|γ , H ~ DP(γ , H )

G j |α ,G0 ~ DP(α ,G0 )

θ ji | G j ~ G j

x ji |θ ji ~ F θ ji( ) for j ∈J  .

 (20) 

In this definition H provides prior distribution for the factor θji. The parameter γ governs the 

variability of G0 around H and α controls the variability of Gj around G0. H, γ and α are 

hyperparameters of the HDP. Equation (20) is just one representation of an HDP. Another 

representation can be obtained by introducing an indicator variable: 

 

{ } ( )1

| ~ ( )

| , ~ ( , )

| , ~ ( )

| ~

| , ~  .

j

k

ji j j

ji k ji jik

GEM

DP

H H

z

x z F

β γ γ
π α β α β
θ λ λ

π π

θ θ∞
=

 (21) 

Figure 2 shows graphical models for both of these representations. 

2.3.1 Stick-Breaking Construction 

Because G0  is a Dirichlet distribution it has a stick-breaking representation: 

 **0
1

,
k

k
k

G θβ δ
∞

=

=  (22) 

where ** ~k Hθ and ( ) ( )1
~k k

GEMβ β γ∞
== . Since support of Gj is contained within the support of 

G0 we can write a similar equation to (22) for Gj: 

 **

1

.
k

j jk
k

G θπ δ
∞

=

=  (23) 

Then we have: 
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 ( )~ ,j DPπ α β  (24) 

 

( )
1

1

1

~ , 1

1 , 1,...,  .

k

jk k l
l

k

jk jk jl
l

v Beta

v v for k

αβ α β

π

=

−

=

  
−     

= − = ∞



∏
 (25) 

The Chinese restaurant franchise (CRF) is the natural extension of Chinese restaurant 

process for HDPs. In a CRF, we have a franchise with several restaurants and a franchise wide 

menu. The first customer in restaurant  j sits at one of the tables and orders an item from the 

menu. Other customers either sit at one of the occupied tables and eat the food served at that table 

or sit at a new table and order their own food from the menu. Moreover, the probability of sitting 

at a table is proportional to the number of customers already seated at that table. In this metaphor, 

restaurants correspond to groups. Customer i in restaurant j corresponds to jiθ
 
(customers are 

distributed according to Gj). Tables are i.i.d. variables *
jtθ distributed according to G0. Finally, 

foods are i.i.d. variables **
kθ  distributed according to H. If customer i at restaurant  j sits at table tji 

 

Figure 2 – In (a), an HDP representation of (5) is shown. In (b), an alternative indicator 
variable representation is shown (Teh et al., 2004). 
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and that table serves dish kji, we will have * **
ji t ji

ji jt kθ θ θ= = . Each restaurant represents a simple DP 

and therefore a cluster over data points. At the franchise level we have another DP but this time 

clustering is over tables.  

Next, we can introduce several variables that will be used throughout this paper: njkt is the 

number of customers in restaurant j, seated around table t, and who eat dish k; mjk is the number 

of tables in restaurant j serving dish k and K is the number of unique dishes served in the entire 

franchise. Marginal counts are denoted with dots. 

A CRF can be characterized by its state, which consists of dish labels { }** **

1,...,k k K
θ

=
=θ , 

tables { } 1,...,
1,...,

j Jji
i n

t =
= 

 and dishes { } 1,....,
1,...,

jijt j J
i n

k =
= 

. As a function of the state of the CRF, we also have 

the number of customers, { }jtkn=n , the number of tables, { }jkm=m , customer labels { }jiθ=θ
 

and table labels { }*
jtθ=∗θ  (Teh & Jordan, 2010). The posterior distribution of G0 is given by: 

 
**

1
0 | , , ~ ,  k

K

kk
H m

G H DP m
m

θγ δ
γ γ

γ
=

 + + + 
 

∗θ





 (26) 

where m  is the total number of tables in the franchise and km is the total number of tables 

serving dish k. We can define the posterior for Gj: 

 
**0 1

0| , , ~ , k

K

j kk
j j

j

G n
G G DP n

n
θα δ

α α
α

=
 + + + 
 


jθ





 (27) 

where jn   is the total number of customers in restaurant j and j kn   is the total number of 

customers in restaurant j eating dish k. 

Conditional distributions can be obtained by integrating out Gj and G0 respectively. By 

integrating out Gj from (27) we obtain: 
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.

*1 , 1 0 0
1

| ,..., , , ~
j

jt

m
jt

ji j j i
j jt

n
G G

n nθ
αθ θ θ α δ

α α−
=

+
+ + 

 
 (28) 

and by integrating out G0 from (26) we obtain: 

 θ jt
* |θ j1

* ,...,θ j,t−1
* ,γ , H ~

mk
γ + mk

δ
θk

** + γ
γ + m

H
k=1

K

  . (29) 

  A draw from (26) can be obtained using:  

 

( )
( )

**

0 1 0 1

0

0 0 0
1

, ,..., | , , ~ , ,...,

| , ~ ,

k

K K

K

k
k

G Dir m m

G H DP H

G G θ

β β β γ γ
γ γ

β β δ
=

′

′= +

*θ  

 (30) 

and a draw from (27) can be obtained using: 

 

**

0 1 0 1 1

0 0 0

0
1

, ,..., | , ~ ( , ,..., )

| , ~ ( , )

.
k

j j jK j K j K

j

K

j j j jk
k

Dir n n

G G DP G

G G θ

π π π α αβ αβ αβ
α αβ

π π δ
=

+ +
′ ′

′= +

jθ  

 (31) 

From (30) and (31) we see that the posterior of G0 is a mixture of atoms corresponding to dishes, 

and is an independent draw from DP(γ,H). Similarly, Gj is a mixture of atoms at 
**

k
θ and an 

independent draw from 0 0( , )DP Gαβ ′ (Teh & Jordan, 2010).    

2.4 HDP-HMM 

Hidden Markov models (HMMs) are a class of doubly stochastic processes in which 

discrete state sequences are modeled as a Markov chain (Rabiner, 1989). In the following 

discussion we will denote the state of the Markov chain at time t with zt and the state-specific 

transition distribution for state j by πj. The Markovian structure is represented by 
11| ~

tt t zz z π
−− . 

Observations are conditionally independent given the state of the HMM and are denoted by

( )| ~
tt t zx z F θ . 
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An HDP-HMM is an extension of an HMM in which the number of states can be infinite. 

At each state zt we should be able to transition to an infinite number of states so the transition 

distribution should be a draw from a DP. On the other hand, we want reachable states from one 

state to be shared among all states so these DPs should be linked together. The result is an HDP. 

In an HDP-HMM each state corresponds to a group (restaurant) and therefore, unlike HDP in 

which an association of data to groups is assumed to be known a priori, we are interested in 

inferring this association. 

A major problem with original formulation of an HDP-HMM is state persistence. 

HDP-HMM has a tendency to make many redundant states and switch rapidly among them (Teh 

et al., 2006). This problem has been solved by introducing a sticky parameter to the definition of 

an HDP-HMM (Fox et al., 2011):  

 

{ }
{ } ( )

1

**

1 1

**

1

| ~ ( )

| , ~ ( , )

| , ~ ( )

| , ~

| , ~  .

t

t

j
j

j

t t j zj

t j t zj

GEM

DP

H H

z z

x z F

β γ γ
αβ κδ

π α β α κ
α κ

θ λ λ

π π

θ θ

−

∞
− =

∞

=

+
+

+
 (32)  

Equation (32) shows the definition of a sticky HDP-HMM with unimodal emissions. The 

hyperparameter κ  can be learned from data. The original formulation of an HDP-HMM is a 

special case with 0κ = . From this equation we can see for each state (group) we have a simple 

unimodal emission distribution. This limitation can be addressed using a more general model: 
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{ }
{ }
{ } ( )

1

**

1 1

1

**

, 1

| ~ ( )

| , ~ ( , )

| ~ ( )

| , ~ ( )

| , ~

| , ~

| , ~  .

t

t

t t

j
j

j

kj

t t j zj

t j t zj

t kj t z sk j

GEM

DP

GEM

H H

z z

s z

x z F

β γ γ
αβ κδ

π α β α κ
α κ

ψ σ σ

θ λ λ

π π

ψ ψ

θ θ

−

∞
− =

∞

=

∞

=

+
+

+

 (33) 

In this model, a DP is associated with each state and a model with augmented state (zt,st) is 

obtained. Figure 3 shows a graphical representation.  

The metaphor for the Chinese restaurant franchise for a sticky HDP-HMM is a franchise 

with loyal customers. In this case each restaurant has a special dish that is also served in other 

restaurants. If a customer xt is going to restaurant j then it is more likely that he eats the specialty 

dish zt=j. His children xt+1 also go to the same restaurant and eat the same dish. However, if xt 

eats another dish ( tz j≠ ) then his children go to the restaurant indexed by zt and more likely eat 

their specialty dish. Thus customers are actually loyal to dishes and tend to go to restaurants 

where their favorite dish is the specialty. 

2.5  Inference Algorithms For HDP-HMM 

2.5.1 Direct Sampler 

In this section we present a sampler for an HDP-HMM with DP emission (Fox et al., 

2011). The algorithm is divided into two steps: (1) sample the augmented state (zt,st), and 

(2)  sample β. In order to sample (zt,st) we need to have a posterior. By inspecting Figure 3 and 

using the chain rule we can write the following relationship for this posterior: 
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( )
( ) ( )

{ }( ) { }( )
( ) { }( ) { }( )( )

\ \ 1:

\ \ 1: \ \ 1:

\

, | , , , , , , ,

| , , , , , | , , , , , ,

| | , , | | , ,

| , , , | | , , | | , ,  .
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t t t t T

t t t t T t t t T

t t t

t t t t t
s

p z k s j z s x

p s j z k z s x p z k z s x

p s j s z k t p x x z k s j t

p z k z p x x z k s t p s s z k t

τ τ τ τ

τ τ τ τ

β α σ κ λ
σ λ β α κ λ

τ σ τ

β α κ τ τ σ

= = =

= = = ∝

= = ≠ = = ≠

= = ≠ = ≠

 (34) 

The reason that we have summed over in the last line is because we are interested in 

calculating the likelihood for each state. This equation also tells us that we should first sample the 

state and then conditioned on the current state, sample the mixture component for that state. For 

Gaussian emissions we can write (Fox et al., 2011): 

( )
( )( ) ( ) ( ) ( )

( ) { }1 1

1

1 1 1
1

1
\

2
1

, , ,
, 1,...,

,
| , , ,

, 1

t t

t

t

t
z kz t t tt

k z k t t
k t

t t
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n k z z k k z
n z k k K

n z k
p z k z
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αβ κδ δ δ
αβ κδ

α κ δ
β α κ
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α κ

+ +

−

−
+ − +−

− −
−

+

  + + +
  + + ∈

 + + +  = ∝


= +
+

  (35) 

 { }( )
{ }, 1,...,

| | , , .

, 1

t
kj
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k
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j K
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p s j s z k t
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 (36) 
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(37) 

The algorithm is as follows: 

1. Given a previous set of ( )( 1) ( 1)
1: 1:,n n

T Tz s− −  and 
( 1)nβ −

, 

2. For all { }1,2,...,t T∈ , 

3. For each of the K currently instantiated states compute: 
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a. The predictive conditional distributions for each of the kK ′  currently 

instantiated mixture components for this state, and also for a new 

component and for a new state. 

 { }( ), ( ) | | , , .
t

kj
k j t t tt

k

n
f x p x x z k s j t

n
τ τ τ

σ

−

−

 ′
′ = = = ≠  ′+ 

 (38) 

 { }( ), 1( ) | | , , .
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n

τ τ
σ τ

σ −
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 (40) 

b. The predictive conditional distribution of the HDP-HMM state without 

knowledge of the current mixture component. 
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αβ κδ

αβ κδ δ δ
α κ δ

−

+ +

−
−

−
+ − +

−
−

′

′ +
=

= + +

 + + +
 
 + + + 

 
′ + =    

 


  (41) 

 ( )
2

1
1 ,0

( ), 1 .t
new

zk
K t tk

f x f x k K
α β β

α κ
+

+ ′= = +
+

 (42) 

4. Sample zt:   

 ( ) 1
1

~ ( , ) ( ) ( , 1) .
K

t k t t K t t
k

z f x z k f x z Kδ δ+
=

+ +     (43) 

5. Sample st conditioned on zt: 

 , , 1
1

~ ( ) ( , ) ( ) ( , 1) .
k

k

K

t k j t t k K t t k
j

s f x s j f x s Kδ δ
′

′ +
=

′ ′+ +  (44) 

6. If  k=K+1 increase the K and transform β as 
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( )

( ) ( )
0

0 1 0 0 0 0

| ~ ,1

, , (1 )  .new new
K

v Beta

v

γ γ

β β β ν β+ = −
 (45) 

7. If 1t ks K ′= +  increase kK ′ . 

8. Update the cache. If there is a state with 0kn =  or 0kn = , remove k and 

decrease K. If 0kjn′ = remove the component j and decrease kK ′ . 

9. Sample auxiliary variables by simulating a CRF: 

10. For each ( ) { }2
, 1,...,j k K∈  set mjk=0 and n=0. For each customer in restaurant j 

eating dish k ( 1,..., jki n= ), sample: 

 
( , )

~  .
( , )

k

k

j k
x Ber

n j k

αβ κδ
αβ κδ

 +
 + + 

 (46) 

11. Increase n and if x=1 increase mjk. 

12. For each { }1,...,j K∈ ,sample the override variables in restaurant j: 

 ( )~ , ,  .
1j jj

j

Binomial m
ρ κω ρ

ρ β ρ α κ
 

=  + − + 
  (47) 

13. Set the number of informative tables in restaurant j: 

 .
jk

jk
jj j

m j k
m

m j kω
≠=  − = 

 (48) 

14. Sample β: 

 ( )( )
1~ , ,...,  .n

KDir m mβ γ    (49) 

15. Optionally sample hyperparameters ϭ, γ, α and κ.      

2.5.2 Block Sampler 

The problem with the direct assignment sampler mentioned in the previous section is the 

slow convergence rate since we sample states sequentially. The sampler can also group two 
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temporal sets of observations related to one underlying state into two separate states. However, in 

the last sampling scheme we have not used the Markovian structure to improve the performance. 

In this section a variant of forward-backward procedure is incorporated in the sampling algorithm 

that enables us to sample the state sequence 1 Tz : at once. To achieve this goal, a fixed truncation 

level L should be accepted which in a sense reduces the model to a parametric model (Fox et al., 

2011). However, it should be noted that the result is different from a classical parametric 

Bayesian HMM since the truncated HDP priors induce a shared sparse subset of the L possible 

states. In short, we obtain an approximation to the nonparametric Bayesian HDP-HMM with 

maximum number of possible states set to L. For almost all applications this should not cause any 

problem if we set L reasonably high.  

The approximation used in this algorithm is the degree L weak limit approximation to the 

DP (Ishwaran & Zarepour, 2002), which is defined as: 

 ( ) ( )/ ,..., /  .LGEM Dir L Lα α α  (50) 

Using (50) β is approximated as (Fox et al., 2010): 

 ( )| ~ / ,..., /  .Dir L Lβ γ γ γ  (51) 

We can write: 

 ( )1| , , ~ ,..., ,...  .j j LDirπ α κ β αβ αβ κ αβ+  (52) 

The posteriors are given by: 

 
( )

( )
1

1: 1 1

| , ~ / ,..., /

| , , ~ ,..., ,...,  .

L

j T j j jj L jL

Dir L m L m

z Dir n n n

β γ γ γ

π α β αβ αβ κ αβ

+ +

+ + + +

m  
 (53) 

In (53) njk is the number of transitions from state j to state k and jkm  is the same as (48). Finally 

an order L′ weak limit approximation is used for the DP prior on the emission parameters: 

 ( )1: 1: 1| , , ~ / ,..., /  .k T T k kLz s Dir L n L nψ σ σ σ ′′ ′ ′ ′+ +  (54) 
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The forward-backward algorithm for the joint sample z1:T and s1:T given x1:T  can be 

obtained by: 

 
( )

( ) ( ) ( ) ( ) ( )
1:

1 1: , 1: 1 1:

, | , ,

| , , , | | | , , | , ,  .
t t t

t t T

t t T t z t z s t t t T t

p z s x

p z z x p s p x p x z p x zψ θ− − +∝

z π,ψ,θ

π θ π θ,ψ π θ,ψ
  (55) 

The right side of (55) has two parts: forward and backward probabilities (Rabiner,1989). The 

forward probability includes ( ) ( ) ( ) ( )1 1: , 1: 1| , , , | | | , ,
t t tt t T t z t z s t tp z z x p s f x p x zψ θ− −π θ π θ,ψ  and 

the backward probability includes ( )1: | , ,t T tp x z+ π θ,ψ . The forward probabilities are 

approximated with ( ) ( ) ( )1 1: ,| , , , | |
t t tt t T t z t z sp z z x p s f xψ θ− π θ . Therefore, for the backward 

probabilities we have: 

 

( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( )

1: , 1 1

1 , 1,

, 1,
, 1 1 1

| , ,

| | |

1 1

|
1,...

1 1 .

t t t tt t

t t

t T t t t t

t z t z t z s t t tz s

L L

ki il t z s t t t
t t i l

p x z m z

p z p s f x m z t T

t T

t T
f x m z

m k k L

t T

π ψ θ

π ψ θ

+ − −

− +

′

+
− = =

∝

 ≤∝ 
= +

 ≤
 ∝ =
 = +

 



π θ,ψ

 (56) 

As a result we have (Fox et al., 2010): 

 ( ) ( ) ( )
11: , 1,, | , , |

t t tt t T z k kj t z s t t tp z k s j x f x m zπ ψ θ
− += = ∝z π,ψ,θ  (57) 

For Gaussian emission distributions,  the components are given by ( ) ( ),| ; ,
t tt z s t kj kjf x xθ μ= Ν Σ  . 

The algorithm is as follows (Fox et al., 2010): 

1. Given the previous 
( 1) ( 1) ( 1), ,n n n− − −π ψ β and ( 1)n−θ . 

2. For { }1,...,k L∈ , initialize ( )1, 1T Tm k+ = ,  

3. For { }1,...,1t T∈ −  and { }1,...,k L∈  compute 
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 ( ) ( ) ( ), 1 1 1,
1 1

; ,  .
L L

t t ki il t il il t t
i l

m k N x m iπ ψ μ− + +
= =

= Σ  (58) 

4. Sample the augmented state (zt,st) sequentially and start from t=1: 

5. Set 0, 0ik kjn n′=  = and kjϒ = ∅  for ( ) { }2
, 1,...,i k L∈ and ( ) { } { }, 1,..., 1,...,k j L L′∈ ×  

6. For all ( ) { } { }, 1,..., 1,...,k j L L′∈ ×  compute:  

 ( ) ( ) ( )
1, , , , , 1,; ,  .

tk j t z k k j t k j k j t tf x N x m kπ ψ μ
− += Σ  (59) 

7. Sample the augmented state (zt,st): 

 ( ) ( ) ( ) ( )
L L

t t k,j t t t
k=1 j=1

z ,s ~ f x δ z ,k δ s ,j  .
′

   (60) 

8. Increase 
1t tz zn

−
and

t tz sn′ and add xt to the cached statistics.  

 , , .k j k j txϒ ← ϒ ⊕  (61) 

9. Sample m ,ω , m  similar to the previous algorithm 

10. Update β: 

 ( )1~ / ,..., /  .LDir L m L mβ γ γ+ +   (62) 

11. For { }1,...,k L∈ : 

a. Sample πk and ψk: 

 
( )
( )

1 1

1

~ ,..., ,...,

~ / ,..., /  .

k k k kk L kL

k k kL

Dir n n n

Dir L n L n

π αβ αβ κ αβ
ψ σ σ ′

+ + + +

′ ′ ′ ′+ +
 (63) 

b. For { }1,...,j L′∈  sample: 

 ( ), ,~ | ,  .k j k jpθ θ λ ϒ  (64) 

12. Set 
( ) ( ) ( ), ,n n nβ β=  =  =π π ψ ψ  and ( )n =θ θ .  

13. Optionally sample hyperparameters ϭ, γ, α and κ.      
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2.5.3 Learning Hyperparameters 

Hyperparameters including ϭ, γ, α and κ can also be inferred like other parameters of the 

model (Fox et al. , 2010). 

 Posterior for (α + κ )  

Consider the probability of data xji to sit behind table t: 

 p t ji = t | t− ji ,njt
− ji ,α ,κ( ) ∝

njt
− ji  t ∈ t1,...,mj{ }  ,

α +κ   t = tnew  .






 (65) 

This equation can be written by considering (28) and (32). From this equation we can say 

customer table assignment follows a DP with concentration parameter α + κ. Antoniak (1974) has 

shown that if ( )~ , ~
i

GEM zβ γ β  then the distribution of the number of unique values of zi 

resulting from N draws from β has the following form: 

 ( ) ( )( )
| , ,

( )
Kp K N s N K

N

γγ γ
γ
Γ=

Γ +
 (66) 

where s(N,K) is the Stirling number of the first kind. Using these two equations the distribution of 

the number of tables in the restaurant j is as follows: 

 ( ) ( )( ) ( )
( )| , ,  .jm

j j j j

j

p m n s n m
n

α κ
α κ α κ

α κ
Γ +

+ = +
Γ + +


   



 (67) 

The posterior over α + κ is as follows: 

 

( ) ( ) ( )

( ) ( )

( ) ( )( ) ( )
( )

( )( ) ( )
( )

1 1 1 1

1

1

1

| ,..., , ,..., ,..., | , ,...,

| ,

,

 .

j

J J J J

J

j j
j

J
m

j j
j j

J
m

j j

p m m n n p p m m n n

p p m n

p s n m
n

p
n

α κ α κ α κ

α κ α κ

α κ
α κ α κ

α κ

α κ
α κ α κ

α κ

=

=

=

+ ∝ + +

∝ + +

Γ +
∝ + +

Γ + +

Γ +
∝ + +

Γ + +

∏

∏

∏





       

 

 




 (68) 
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The reason for the last line is that ( )
1

,
J

j j

j

s n m
=

∏    is not a function of α + κ and therefore can be 

ignored. By substitution of ( ) ( ) ( )
( ) ( )

1
11

0

, 1
yxx y

x y t t dt
x y

β −−Γ Γ
= = −

Γ +   and also by considering that 

( ) ( )1x x xΓ + = Γ  we obtain: 

 ( ) ( )( ) ( )
1

1

1 1
1 0

| ,..., , ,..., 1 1  .
j

J
nm j

J J j j j
j

n
p m m n n p r r drα κα κ α κ α κ

α κ
−+

=

 
+ ∝ + + + − + 

∏   
    (69) 

Finally by considering the fact that we have placed a Gamma(a,b) prior on α + κ  we can write: 

 ( ) ( ) ( ) ( ) 11
1 1

1

, , | ,..., , ,..., 1
j

j

sJ
na m jb

J J j j
j

n
p r s m m n n e r rα κ α κα κ α κ

α κ
−+ − − + +

=

 
+ ∝ + − + 

∏  
     (70) 

where sj can be either one or zero. For marginal probabilities we obtain: 

 
( ) ( ) ( )( )

( )
11
log1

1 1

1 1

| , , ,..., , ,...,

, log  .

JJ
jjjj

b ra m s
J J

J J

j jj j

p r s m m n n e

Gamma m s b r

α κ
α κ α κ

α

==
− + −+ − −

= =

+ ∝ +

= + − −



 


   



 (71) 

( ) ( ) ( )1

\ 1 1| , , , ,..., , ,..., 1 1,  .
jn

j j J J j j jp r r s m m n n r r Beta nα κα κ α κ
−++ ∝ − = + +

      (72) 

 ( )\ 1 1| , , ,..., , ,...,  .
js

j j
j j J J

j

n n
p s r s m m n n Ber

n
α κ α

α κ α κ
  

+ =     + + +   

 
   


 (73) 

Posterior of γ 

Similar to (66) if we want to find the distribution of the unique number of dishes served 

in the whole franchise, we would have ( ) ( ) ( )
( )

| , ,p K m s m K
m

γ
γ

γ
Γ

=
Γ + 


. Therefore for the 

posterior distribution of γ we can write: 
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( ) ( ) ( )

( ) ( )
( )

( ) ( ) ( )
1

1

0

| , | ,

1,

1  .

K

mK

p K m p p K m

m
p

m

p m dγ

γ γ γ
β γ

γ γ
γ

γ γ γ η η η−

∝

+
∝

Γ

∝ + − 

 







 (74) 

By considering the fact that that prior over γ is Gamma(a,b) we can finally write: 

 ( ) ( ) ( ) 1log1, , | , 1  .
mbK m

p K m e
ς

γ ηαγ η ς γ η
γ

−− −+ −  
∝ − 

 


  (75) 

Finally for the marginal distributions we have: 

 ( ) ( ) ( )log1| , , , , logbKp K m e Gamma K bγ ηα ςγ η ς γ α ς η− −+ − −∝ = + − −  (76) 

 ( ) ( ) ( )1
| , , , 1 1,

m
p K m Beta mγη γ ς η η γ−∝ − = +

   (77) 

 ( )| , , ,  .
m m

p K m Ber
m

ς

ς γ η
γ γ

  
∝ =    +   

 



 (78) 

Posterior of ϭ  

The posterior for ϭ is obtained in a similar way to α+κ. We use two auxiliary variables r ′

and s′ . The final marginalized distributions are: 

 ( ) ( ) ( )11
log1

1 1| , , ,..., , ,..., .
JJ

jjjj
b rK s

J Jp r s K K n n e
σασ σ ==

′− −′ ′+ − −′ ′ ′ ′ ∝ 
     (79) 

 ( ) ( ) 1

\ 1 1| , , , ,..., , ,..., 1 .
jn

j j J J j jp r r s K K n n r rσ σσ
−

′ ′ ′ ′ ′ ′ ′∝ − 

     (80) 

 ( )\ 1 1| , , , ,..., , ,..., .
js

j
j j J J

n
p s r s K K n nσ

σ

′
 

′ ′ ′ ′ ′ ∝  
 


      (81) 

It should be noted that in cases where we use auxiliary variables we prefer to iterate several times 

before moving to the next iteration of the main algorithm.  
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 Posterior of ρ 

By definition 
κρ

α κ
=

+
. By considering the fact that the prior on ρ is Beta(c,d) and 

( )~jt Berω ρ  we can write: 

 

( ) ( ) ( )

( )

| |

; , ,

,  .

j
j

j j
j j

p p p

Binomial m Beta c d

Beta c m d

ρ ω ω ρ ρ

ω ρ

ω ω

∝

 
∝   

 
 

∝ + − +  
 



 

 

  

 (82) 

In this chapter, we have reviewed nonparametric Bayesian methods used in the other 

parts of this dissertation. We started from Dirichlet Process as a fundamental building block and 

used it to construct the Hierarchical Dirichlet Process and eventually HDP-HMMs. Two inference 

algorithms for HDP-HMM have been reviewed.    
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(Paliwal, 1990) have been used over the years. Phones are the most popular and easiest to use 

units. Most successful commercial systems are based on them.  

After selecting the type of the units, a lexicon is needed that maps words into these units. 

We also have to select a statistical model to be used as a model for each acoustic unit. Given a set 

of trained models and some new observations we test all models against the observations and 

select the model with the highest score (e.g. likelihood). The most successful models used in state 

of the art systems are left-to-right HMMs with mixtures of Gaussians used to model emission 

probabilities (Rabiner, 1989). An HMM is a generalization of a mixture model where latent 

variables are not independent of each other and are related with a Markov chain. This makes them 

particularly attractive to model sequential observations. Most systems use a simple HMM with 

some predetermined number of states (e.g., 3) for all units. A predetermined number of mixture 

components per state, often ranging from 16 to 128 depending on the application, are employed. 

State of the art speech recognizers usually use some form of context-dependent unit 

instead of simple context-independent units. For example, phoneme-based systems usually have 

42 context-independent phonemes. In order to improve the quality of models we can incorporate 

the left and right context and define context-dependent units (e.g. triphones).  However, the 

number of units grows exponentially with increasing the depth of the context. For example, 

number of possible triphones are 42x42x42 = 74,088. This means training context-dependent 

models faces a serious data sparsity problem. In any practical situation, many models will never 

have any observations associated with them and many more will have just a few examples. 

Therefore estimated parameters will have large variances, and sophisticated parameter sharing 

techniques must be employed (Young et al., 2006). 

In fact, the resulting system will perform worse than a context-independent system for 

moderate or even relatively large amount of training data. This problem has been addressed by 

tying models and states together so similar models share data. This is a tradeoff between model 

accuracy and the amount of available training data. The most successful approach to tie states is 
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based on a phonetic decision tree that is a binary tree with phonetic questions attached to its 

nodes (Young et al., 2006). The tying is happening between corresponding states of all triphones 

with the same central phoneme.  For each state of a phoneme a tree grown from a single node that 

contains all the corresponding states of all triphones for that phoneme. The tree is grown by 

asking phonetic questions and stopped when the number of data points in a node reaches to a 

minimum amount or dividing a node does not increase the likelihood significantly.  After this 

step, we will have enough data for all states of all triphones. 

Therefore a general algorithm to train acoustic models in a contemporary ASR is as 

follow: 

• The first step is to prepare the data. We need to obtain some transcribed speech utterances and 

convert them into appropriate features representation (e.g. Mel-frequency cepstral coefficients –

MFCC). We also need a dictionary that contains all possible words and their corresponding sub-

word (e.g.  phonemes)  decompositions. 

• The next step is to train all context independent phonetic models using the transcribed data and 

using Expected Maximization (EM) algorithm or equivalently Baum-Welch. This step is usually 

performed using the self-organizing property of HMMs; e.g. we let HMMs to segment data into 

different models and states. 

• After training good monophone models, the next step is to clone monophones into triphones by 

simply copying the emission distributions and transition matrix for all triphones with same central 

phoneme and then train them using the available data. 

• The fourth step is to tie states (as mentioned above) and train the resulted models for several more 

iterations using EM algorithm.   

In this research, our goal is to investigate applications of nonparametric Bayesian 

methods to this acoustic modeling problem. In a typical speech recognizer, there are several tasks 

(clustering, segmentation and model topology) that can be viewed as potential candidates for 

nonparametric Bayesian modeling. 
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potential for higher performance than that obtained using traditional linguistic units, and the 

ability to automatically discover pronunciation lexicons. 

Both of the clustering and segmentation sub-problems are good candidates for 

nonparametric Bayesian modeling. In the following we discuss related work and our proposed 

approach. 

4.2 Relevant Work 

Classical methods for acoustic unit discovery involve segmentation and clustering. The 

segmentation is typically implemented using a dynamic programming method that incorporates a 

heuristic stopping criterion (Bacchiani & Ostendorf, 1999), while clustering is implemented 

using a heuristic agglomerative method (Bacchiani & Ostendorf, 1999).   

Recently, Lee & Glass (2012) proposed a nonparametric Bayesian approach for 

unsupervised segmentation of speech. A Dirichlet Process Mixture (DPM) model was used. In 

order to obtain phoneme-like segments, they modeled each segment using a 3-state HMM. A 

Gibbs sampler was employed to estimate the segment’s boundaries along with their parameters. 

Another related problem is speaker diarization. In this problem, the goal is to partition an 

input audio stream into homogeneous segments according to the speaker identity. Fox et al. 

(2011) have used an HDP-HMM model to solve this problem by modeling each speaker as a 

single state. It has been shown that the results are comparable to the state of the art speaker 

diarization systems. 

4.3 Proposed Approach 

Our approach for speech segmentation is also based on an HDP-HMM model. We 

propose to segment the speech using an ergodic HMM. In this model, each state models an 

acoustic unit. Figure 4 demonstrates an example on some preliminary experiments based on this 

model (Harati et al., 2013). From this figure we can see the discovered boundaries approximately 
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coincide with phoneme boundaries. Table 1 compares the performance of the proposed algorithm 

with some other state of the art algorithms. The number of co-occurrences of segments 

boundaries and phoneme boundaries is called recall. The percent of declared boundaries that 

coincide with phoneme boundaries is called precision. A single numeric score that represents the 

combination of these two is referred to as the F-score. It is defined as: 

 
Recall Precision

F-score 2 .
Recall + Precision

×= ×    (84) 

From this table we can see the proposed algorithm performs particularly well on recall, 

which implies that it is finding boundaries that better match the reference phoneme boundaries. 

The improvement in recall is over 11%. 

Although theoretically HDP-HMM should assign segments to their corresponding 

clusters automatically, our initial results show this labeling is not reliable and so we need to 

 

Figure 4 – Segmentation of a speech utterance produced through a process of automatic unit
discovery is shown by overlaying the duration and index of each unit on the waveform. The
height of each rectangle overlay simply indicates the index of that unit. 

Table 1 – The segmentation performance of HDP-HMM is compared to several nonparametric 
approaches. HDP-HMM excels in recall while maintaining an acceptable precision. 

Algorithm Recall Precision F-score 
Dusan & Rabiner (2006)  75.2 66.8 70.8 

Qiao et al. (2008)  77.5 76.3 76.9 

Lee & Glass (2012)  76.2 76.4 76.3 

Proposed Approach 86.5 68.5 76.6 



37 
 

perform another clustering stage. We propose to investigate different clustering methods 

including a nonparametric Bayesian approach (e.g. DPM) for this step. 

Automatically discovered units are not very useful unless we can define a dictionary that 

maps words into the units. Therefore the next step is to align the transcription with the discovered 

segments and generate a lexicon. We are planning to use forced alignment or manually 

transcribed data to map words into acoustic units. The performance of the system will be 

measured into two ways: 

1. Unit classification error: This will show how units modeled using our approach perform without 
considering errors that can be introduced in the lexicon generation step. 

2. Word Error Rate (WER): This will assess the impact on performance for a system trained 
completely using our proposed units.  

The latter method of measuring performance is more interesting from a practical point of view. 

However, the performance will be a dependent on our ability to automatically generate a 

high-quality lexicon.  
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Another example of this approach is reported in (Lefèvre, 2003) and (Shang, 2009) where 

nonparametric density estimators have been used to replace the GMMs. Again the improvements 

were marginal at best. All of these approaches can be classified as nonparametric non-Bayesian 

methods. Being non-Bayesian makes them especially prone to overfitting or over-smoothing.    

Henter et al. (2012) introduced a new model named a Gaussian process dynamical model 

(GPDM) to completely replace HMMs in acoustic modeling. The new model is nonparametric 

Bayesian and is based on a Gaussian process and supposedly solves some of the problems 

traditionally associated with hidden Markov models such as duration modeling and stepwise 

constant evolution (Henter et al., 2012). However, this model is used only in speech synthesis and 

no results have been reported for speech recognition. 

5.3 Proposed Approach 

We have introduced the nonparametric Bayesian counterpart of HMMs, HDP-HMMs, 

previously. Therefore one natural way to extend nonparametric methods in acoustic modeling is 

to replace HMMs with HDP-HMMs. However, HDP-HMM is a fully ergodic model (all states 

are connected to each other) while in speech applications we usually need a more constrained 

topology. The left-to-right topology has proven to be useful in speech recognition and similar 

applications (Rabiner, 1989). We propose a new type of HDP-HMM that is restricted in this 

sense. Therefore, the model is still learning its structure (number of states and possible skip 

transitions) while it remains within the left-to-right family of HMMs. There are two approaches 

to do this. The first approach is to use a regular HDP-HMM and then convert it into a left-to-right 

structure and the second one is to directly define a left-to-right HDP-HMM. Here we propose to 

develop the second approach while comparing the result with the first approach. Therefore 

developing a left-to-right HDP-HMM and developing the inference algorithm (by updating the 

block sampler for the new model) is one of the proposed contributions of this research.  



40 
 

Figure 5 shows the discovered structure for phonemes /aa/ and /sh/ using the proposed 

model. As the amount of data increases the system can learn a more complex model for the same 

phone. It is also important to note that structure learned for each phone is different and reflects 

underlying differences between phones. 

In addition to defining the left-to-right HDP-HMM we can also define HDP-HMMs with 

HDP emissions. HDP-HMMs defined in (Fox et al., 2011) use a DPM to model the emission 

distribution for each state. While this model is reasonably flexible, each data point is strictly 

associated with a single state and hence statistical estimation of each parameter would be less 

reliable. This is a more serious problem for HDP-HMMs with a left-to-right topology since these 

models will discover more states. As a result the available data for estimating the emission 

distribution for each state would be more limited. Using an HDP structure for modeling the 

emission distribution will address this problem and can potentially improve the overall 

performance of both ergodic and non-ergodic HDP-HMMs.  

 

Figure 5 – An automatically derived model structure (without the first and last dummy states) for
(a) /aa/ with 175 examples (b) /sh/ with 100 examples (c) /aa/ with 2256 examples and (d)  /sh/
with 1317 examples using left-to-right HDP-HMM model. The data used in this illustration was
extracted from the training portion of the TIMIT Corpus. 
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Finally, in some applications, such as continuous speech recognition, we need dummy 

states (states without emissions) at the beginning and end of the model. Models always start from 

a dummy state and end in a dummy state. This allows us to connect different HMMs as part of the 

process of training systems on continuous speech data. Adding the input dummy state is relatively 

straightforward. We can use the estimated initial probabilities as the output probabilities for the 

dummy state. However, adding the output dummy state is more difficult. We have to estimate the 

probability of transition from each state to the output dummy state. This estimate can be 

calculated in a maximum likelihood (ML) or Bayesian framework. Both approaches will be 

investigated and the best one will integrated into the final left-to-right HDP-HMM with HDP 

emissions. 

One of the intrinsic differences between ergodic HMMs and left-to-right HMMs is that 

the former models just one sequence of events. These events can happen in different orders but if 

we have two separate sequences we have to model them separately. Left-to-right HMMs, on the 

other hand, model ordered sequences of events with a start and an end. Therefore a single HMM 

can model several sequences. This also opens the door to address two interesting issues. First, the 

state’s labels will not be arbitrary and therefore there is no label switching problem. Secondly, as 

a consequence, it is possible (though perhaps with some heuristics) to use a straightforward 

parallel inference (training) strategy. Investigating, this possibility will be another contribution of 

this research.   

Overall, the proposed model will non-parametrically estimate the number of states and 

also the number of mixtures per state. Since each state will have a different number of 

components for a Gaussian mixture that is determined directly from the data it is expected the 

estimated distribution be very close to the true distribution for that state. It should also be noted 

that unlike HMM-MLP most of the new complexity of our model is added to the off-line training 

process and does not impact the recognition part of the system. We will test our proposed model 

on two types of tasks – phone recognition and isolated word recognition. The reason we chose 
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these applications was to focus our investigation on modeling capabilities of the proposed model 

and to avoid interactions with other portions of a speech recognition system. 
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problem. Moreover, some of the triphones will never be observed in a given training dataset. To 

deal with these problems, models or components of the models are tied together. Tying similar 

models seems a good idea but it turned out that tying states is much more effective (Beulen at al., 

1997). There are two mainstream approaches to tie states. The first approach is a data-driven 

approach: 

1. A list of all triphones is produced. 

2. Using monophone models trained in previous steps, these triphones models are initialized by 
cloning monophone models.  

3. After training these triphone models, corresponding states of all triphones with a similar center 
phoneme are grouped.  

4. For each group, a clustering algorithm is applied. The clustering algorithm has two steps. First 
cluster similar states (based on Euclidian distance) and then merge clusters with only a few data 
points to the closest cluster. 

5. Train tied models. 

6. For triphones not observed in the training data, use a back-off modeling procedure (Beulen et al., 
1997). 

Alternatively, we can use phonetic trees to cluster the data (Beulen et al., 1997). In this 

case, we first group all corresponding states of all triphones with similar center phones. We also 

provide a pool of phonetic questions (e.g. is the left phoneme a stop? ). The clustering is as 

follows: 

1. Put all states in the root node of the tree. 

2. Find the best question that divides the node into two nodes and maximizes the local likelihood 
scores. 

3. Iterate for all nodes until increments in the likelihood fall below a threshold.  The resulting nodes 
are called terminal nodes and all states within a terminal node will be tied together. 

4. If the number of data points in a node is less than a threshold, combine it with its parent node. 

5. Unseen models can be clustered by starting from the root and answering questions until we reach a 
terminal node. 

Both of these approaches have been used successfully in state of the art speech 

recognition systems. Particularly phonetic tree based approach due to its simplicity and 

effectiveness has become a very successful and popular technology.     
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6.2 Proposed approach 

Training HDP-HMM models and tying are two separate problems. The training algorithm 

is independent of the sub-word unit used for speech recognition. Therefore, in the following we 

will restrict our discussion to a phonetic based system. However, using other units (including 

acoustic derived units) is the same. The algorithm is not also confined to speech data and can be 

used in other similar problems. 

6.2.1 Training A Left-to-right HDP-HMM 

As discussed before, it is very important to have a training procedure that allows us to 

train our models without having phonetic level transcriptions. To this end, we introduce a variable 

Zi that contains the model ID for each data point Xi . For a given speech utterance, the algorithm is 

as follows: 

1. Initialize Zi either randomly or bootstrap using a conventional system. 

2. The result is several sub-sequences. Each sub-sequence will have a unique Zi. Therefore a 
sequence of Xi will be converted into a sequence of sub-sequences Wj.   

3. For a given sequence of data use the transcription to generate a list of models. 

4. Regroup sub-sequences Wj based on their corresponding Zj and distribute each group to the 
corresponding HDP-HMM model (MZi). 

5. Train each HDP-HMM using the inference algorithm. Training each left-to-right HDP-HMM 
involves several sequences of data { }|j j iW Z Z= . Fortunately, since each left-to-right HDP-HMM 

has a start dummy state (the first state that does not emit) using multiple sequences in the 
inference algorithm does not change the algorithm.  

6. After all models are trained, reestimate the Zi  for all Xi. This can be done using Viterbi algorithm 
or in a Bayesian framework.  

7. After several iterations and after convergence we can fix the topology of each model. 

6.2.2 Tying States 

After training context-independent models, we can use phonetic trees to cluster states of 

the trained models and tie them together. Alternatively, we can use a nonparametric Bayesian 

approach that is closely related to the data-driven approach described previously. Here we 

describe the proposed algorithm: 
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1. Given the monophone models, train all existing triphones in the data set and also segment the data 
into different states. 

2. Group all corresponding states of all triphones with the same central phone. 

3. Each of these groups will contain all the data associated with states inside the group. 

4. In each group use Dirichlet Process Mixture (DPM) to cluster the data. It is also possible to use a 
Hierarchical Dirichlet Process (HDP) across different groups. 

5. Merge small clusters into closest cluster. 

6. Use back-off modeling (i.e. use monophones instead of triphones) for unseen triphones. 
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acoustic modeling. However, there are many directions that can be pursued in the future. One 

important and practical problem is to use massive parallel processing (both clusters and GPUs) to 

accelerate the speed of inference algorithms. As of now, the main problem associated with 

nonparametric Bayesian approaches is their expensive computational cost. Because of this some 

groups have already started to adapt parallel training techniques for the inference algorithm 

(Williamson et al., 2012; Suchard et al., 2010).  

Another direction that is especially relevant in speech is to look into more complicated 

hierarchical models. Defining new models, under a Bayesian framework, is relatively 

straightforward. However designing an efficient inference algorithm is a challenge. Also using 

models efficiently and intelligently in various problems might be a more difficult problem than 

just defining new models. For example, a new component to the proposed approach in this paper 

is to add another level of hierarchical clustering to cluster the data within a particular model based 

on acoustic similarities and differences. In such a way, we can train several instance for each 

model with better accuracy. For example it has been shown that having gender specific models 

significantly decreased recognition error rates. Our approach can be considered as a 

generalization of gender specific modeling. Considering the vast amount of speech data that has 

become available in recent years, and by considering the huge acoustic diversity that exists in this 

data (e.g. different speakers, environments), there are significant opportunities to apply 

nonparametric Bayesian approaches in speech processing. 
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