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Abstract

In developing an architecture for wireless sensor networks (WSNs) that is extensible to hundreds of thousands of
heterogeneous nodes, fundamental advances in energy efficient communication protocols must occur. In this paper, we first
propose an energy-efficient and robust intra-cluster communication bit-map assisted (BMA) MAC protocol for large-scale
cluster-based WSNs and then derive energy models for BMA, conventional TDMA, and energy efficient TDMA
(E-TDMA) using two different approaches. We use simulation to validate these analytical models. BMA is intended for
event-driven sensing applications, that is, sensor nodes forward data to the cluster head only if significant events are
observed. It has low complexity and utilizes a dynamic scheduling scheme. Clustering is a promising distributing technique
used in large-scale WSNs, and when combined with an appropriate MAC scheme, high energy efficiency can be achieved.
The results indicate that BMA can improve the performance of wireless sensor networks by reducing energy expenditure
and packet latency. The performance of BMA as an intra-cluster MAC scheme relative to E-TDMA depends on the sensor
node traffic offer load and several other key system parameters. For most sensor-based applications, the values of these
parameters can be constrained such that BMA provides enhanced performance.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Recent advances in sensor technology and wire-
less communication systems have prompted new
research in the area of Wireless Sensor Networks
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(WSNs). Current state-of-the-art enables produc-
tion of extremely small devices that can accom-
modate various sensing functions such as tempera-
ture, humidity, pressure, or acceleration, as well as
on board communication means. The existence of
communication capabilities allows these miniature
devices to share and exchange information, thus
forming wireless networks of sensors that consist
of thousands of heterogeneous nodes performing
various functions.

A fundamental barrier to achieving acceptable
levels of performance in large-scale WSNSs is energy
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efficiency [1-4]. Wireless sensors have limited energy
supply and are usually deployed in environments
where recharging is either impossible or too costly.
For example, for a WSN solution to be feasible
for archival institutions such as national museums,
a battery operated sensor node, deployed within
each exhibit, must have a lifetime of three years.
National museums are usually very large, and there-
fore, tens of hundreds of thousands of sensors are
needed to monitor the environment conditions in
each exhibit.

Protocol design for WSNs has received far more
attention than other design issues [1-3]. Protocol
design attempts to improve energy efficiency by
accepting a trade-off on other aspects of network
performance, such as bandwidth efficiency, latency,
and QoS [3]. Energy-aware networking protocols
can provide larger energy consumption reduction
than optimization of the hardware [2,3]. Algorith-
mic modifications can often result in significant
energy savings [3]. It is well known that communica-
tion of data over wireless links consumes much
more energy than sensing and data processing [2].

The energy efficiency requirements of WSNs pose
a great challenge for Medium Access Control
(MAC) protocol design. Recent studies have pro-
posed several WSN-specific energy-efficient MAC
schemes [5-9]. MAC schemes for wireless networks
are usually classified into two categories, conten-
tion-based and contention-free. Contention-based
schemes are widely applied to ad hoc wireless net-
works because of simplicity and a lack of synchroni-
zation requirements. Such an example is the IEEE
802.11 wireless LAN standard, which is designed
for minimum delay and maximum throughput. Tra-
ditional contention-based schemes require sensor
nodes to keep their radios on to receive possible
incoming messages. Therefore, such schemes are
not energy-efficient due to idle listening. Conten-
tion-free schemes, known as reservation-based or
scheduling-based schemes, try to detect the neigh-
boring radios of each node before allocating colli-
sion-free channels to a link. Time Division
Multiple Access (TDMA) is an example of a conten-
tion-free scheme.

The major sources of energy waste are idle listen-
ing, collision, overhearing, and control packet over-
head [5]. The radio of a sensor node can operate in
four different modes: Transmit, Receive, Idle, and
Sleep [10]. Idle listening dissipates considerable
energy, almost equal to 50-100% of the energy con-
sumed in receive mode [11]. A collision occurs when

a transmitted packet is destroyed and retransmis-
sion is required. Overhearing refers to the condition
that a node receives a packet sent to others. The
control packet overhead is the energy consumed in
transmitting the control packet.

The use of TDMA-based MAC schemes is
viewed as a natural choice for sensor networks
because radios can be turned off during idle times
in order to conserve energy [6-8]. In addition, divid-
ing the sensor network into non-overlapping groups
of nodes, a process referred to as clustering, is an
effective method for achieving high levels of energy
efficiency and scalability [12-17]. Clustering solu-
tions are often combined with TDMA-based
schemes to reduce the cost of idle listening [6,7].

A cluster-based method, LEACH [6], applies
TDMA within a cluster. The entire network is
divided into non-overlapping clusters. There is a
cluster head among each cluster. Instead of trans-
mitting the data to the base station directly, the sen-
sors send their data to the cluster-head. The cluster
head relays the data to the global base station.
LEACH randomly rotates the cluster head to dis-
tribute the energy consumption evenly among all
sensors in the network. LEACH assumes all nodes
have data to transmit to the cluster head at all times.
Under this condition, TDMA scheduling uses the
bandwidth efficiently.

TDMA-based solutions usually perform well
under high traffic load conditions. A high traffic
load means all nodes always have data to transmit,
which is not a natural behavior for event-driven
applications. With conventional TDMA, when a
node has no data to send, it still has to turn on
the radio during its scheduled slots. Under this con-
dition, the node operates in Idle mode, which is an
energy-consuming operation. The Energy-efficient
TDMA (E-TDMA) extends the conventional
TDMA to reduce the energy consumption due to
idle listening: when a node has no data to transmit,
it keeps its radio off during its allocated time slots.
However, the cluster head has to keep on the radio
during all the time slots. When there is no incoming
packet during an idle time slot, the cluster head
operates in the Idle mode and wastes energy. In
addition, changing the time slot allocations and
frame lengths dynamically according to the unpre-
dictable variations of sensor networks is usually
hard for TDMA-based schemes.

In this paper, we first propose an energy-efficient
and robust intra-cluster communication bit-map
assisted (BMA) MAC protocol for large-scale clus-
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ter-based WSNs and then derive two different
energy analytical models for BMA, conventional
TDMA, and energy efficient TDMA (E-TDMA)
when used as intra-cluster MAC schemes. BMA is
intended for event-driven sensing applications, that
1s, sensor nodes forward data to the cluster head
only if significant events are observed. In addition,
BMA has low complexity, its scheduling changes
dynamically according to the unpredictable varia-
tions of sensor networks, and reduces the energy
wastes due to idle listening and collisions while
maintaining a good low latency performance. In
addition, we construct simulation models and
validate the analytic energy models with simulation
measurements.

The remainder of this paper is structured as fol-
lows. Section 2 presents the BMA, the conventional
TDMA and E-TDMA MAC scheduling schemes.
Section 3 presents the analysis of the three MAC
schemes as intra-cluster MAC schemes and provides

the numerical evaluation and simulation results.
Section 4 presents the conclusions and a summary.

2. Protocol description
2.1. BMA

The main objective in designing the Bit-Map-
Assisted (BMA) MAC protocol is to reduce the
energy wastes due to idle listening and collisions
while maintaining a good low-latency performance.
The operation of BMA is divided into rounds, as in
LEACH [6]. Each round consists of a cluster set-up
phase and a steady-state phase. A complete round is
depicted by the top diagram in Fig. 1.

2.1.1. Cluster set-up phase

The cluster formation algorithm is identical to
the one described in LEACH [6]. During the set-
up phase, each node must decide whether it could

Set-up
phase Steady-state phase
T~ Y Ll
I Session o Session N
Data | Data Data | Data | Data o
slot | slot slot | slot | slot
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Contention  Data Idle  Contention Data Idle
period transmission period period transmission period
period period
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Frame 1 Frame k
>
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Fig. 1. The operations of BMA (top diagram) and TDMA (bottom diagram) are divided into rounds. The clusters are formed during the
set-up phases. Each round ends after a predefined time and then the whole process is repeated.
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become a cluster-head, based on its energy level.
Elected cluster-heads broadcast an advertisement
message to all other nodes claiming to be the new
cluster-heads by using non-persistent CSMA. Next,
each non-cluster-head node joins the cluster in
which communications with the cluster-head
requires the minimum amount of energy. Once the
clusters are built, the system enters into the
steady-state phase.

2.1.2. Steady-state phase

The steady-state phase is divided into k sessions.
The duration of each session is fixed. Each session
consists of a contention period, a data transmission
period and an idle period. Assuming that there are
N non-cluster-head nodes within a cluster, then
the contention period consists of exactly N slots.
Since each source node does not always have data
to send, the data transmission period is variable.
However, in each session, the data transmission per-
iod plus the idle periods is fixed to a constant
(implementation) value. In this paper, we assume
that all the data slots have the same size. Hence,
the number of data slots in each session depends
on the amount of data needed to be sent.

During each contention period, all nodes keep
their radios on. The contention period follows a
TDMA-like schedule: each node is assigned a
specific slot and transmits a 1-bit control message
during its scheduled slot if it has data to transmit;
otherwise, its scheduled slot remains empty. A node
with data to transmit is called a source node.

After the contention period is completed, the
cluster-head knows all the nodes that have data to
transmit. The cluster-head sets up and broadcasts
a transmission schedule for the source nodes. After
that, the system enters into the data transmission
period, as shown in Fig. 1. If none of the non-clus-
ter-head nodes have data to send, the system
proceeds directly to an idle period, which lasts until
the next session. All source and non-source nodes
have their radios turned off during the idle periods.

During the data transmission period, each source
node turns on its radio and sends its data to the
cluster-head over its allocated slot-time, and keeps
its radio off at all other times. All non-source nodes
have their radios off during the data transmission
period.

When a session finishes, the next session begins
with a contention period and the same procedure
is repeated. The cluster-head collects the data from
all the source nodes and then forwards the aggre-

gated and compressed data to the base station
directly or via a multihop path consisted of clus-
ter-heads. After a predefined time, the system begins
the next round and the whole process is repeated.

2.2. Conventional TDMA and energy-efficient
TDMA

Similarly, the operation of the conventional
TDMA and energy-efficient TDMA (E-TDMA)
schemes is divided into rounds. As shown by the
bottom diagram of Fig. 1, each round consists of
a cluster set-up phase and a steady-state phase.

2.2.1. Cluster set-up phase
The cluster set-up phase is exactly as in BMA.

2.2.2. Steady-state phase

The steady-state phase is divided into a conten-
tion period and k frames. The duration of each
frame is fixed. During the contention period, all
nodes keep their radios on. The cluster-head builds
a TDMA schedule and broadcasts it to all nodes
within the cluster.

There is one data slot allocated to each node in
each frame. A node with data to transmit is called
a source node. Each source node turns on its radio
and sends its data to the cluster-head over its allo-
cated slot-time, and keeps its radio off at all other
times.

With the basic TDMA scheme, a node always
turns on its radio during its assigned time slot
regardless whether it has data to transmit or not.
If it has no data to send, the node operates in idle
mode, which is a high energy-consuming operation.
E-TDMA extends the basic TDMA in order to
reduce the energy consumption due to idle listening:
when a node has no data to transmit, it keeps its
radio off during its allocated time slots.

When a frame finishes, the next frame begins and
the same procedure is repeated. The cluster-head
collects the data from all the source nodes and for-
wards the aggregated and compressed data to the
base station. After a predefined time, the system
begins the next round and the whole process is
repeated.

3. Energy model development
We assume that a clustered network has already

been formed and there are N non-cluster-head
nodes within a cluster. A round consists of k ses-
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sions/frames. There are n; source nodes in the ith
session/frame. The event whether a node has data
to transmit or not can be viewed as a Bernoulli trial.
The possibility that a node has data to transmit is p.
Therefore, n; is a binomial random variable, and
En)]=Np=n, i=1,2,...,k. Since the number of
source nodes is independent from session/frame to
session/frame, the expectation of the total number
of source nodes in a round is

Zn,-] = ZE[n,] = kn. (1)

i=1 i=1

E

As done in [5,6], for simplicity we ignore the
energy required to turn on the radio when a source
node wakes up for transmission or reception of data
or control packets. For very small packet sizes, this
turn-on overhead can be significant. However, in
almost all cases the packet sizes are big enough so
that the transmission and reception of packets dom-
inates the energy consumption over this radio turn-
on overhead [3].

We develop two different energy models for eval-
uating the performances of BMA, conventional
TDMA, and energy-efficient TDMA (E-TDMA).
For simplicity, we assume error-free channels.

3.1. Energy model 1

Energy model I describes the energy consump-
tion as the multiplication of the power consumption
and the operation time. The power consumption
during the transmit mode, the receive mode, and
the idle mode, are denoted by P, P,, and P;, respec-
tively. When a source node spends 7 seconds trans-
mitting or receiving a packet, the energy dissipated
is computed as: Er(7T)= PT, or Eg(T)=P,T,
respectively. The energy dissipated by the radio dur-
ing an idle listening period of T seconds is expressed
as: E(T)= P;T.

We let Ty to be the time required to transmit/
receive a data packet, 7. to be the time required
to transmit/receive a control packet, and T, to be
the time required for a BMA cluster-head to trans-
mit a control packet.

3.1.1. BMA

All nodes keep their radios on during the whole
contention period. Each source node transmits a
control packet during its scheduled slot, and
remains idle for (N — 1) slots. After receiving the
transmission schedule from the cluster-head, each

source node sends its data packet to the cluster-head
over its scheduled time slot. Therefore, the energy
consumption by each source node during a single
session can be expressed as: Eg, = PT.+ (N —
HPT.+ P.Ty, + P Ty.

Each non-source node stays idle during the con-
tention period and keeps its radio off during the
data transmission periods. Thus, over a single ses-
sion, the energy that it dissipates can be computed
as: E, = NPT, + P.T,.

During the contention period of the ith session,
the cluster-head node receives n; control packets
and stays idle for (N — n;) contention slots. During
the subsequent transmission period, it receives n;
data packets. Hence, the energy expended in the
cluster-head node during a single session is given
as: Ech = I’li(PrTC + Per) + (N — I’li)PiTC + PtTch~
Therefore, the total system energy consumed in each
cluster during the ith session is: Eg=mFEg, +
(N - ni)Ein + Ech~

Each round consists of k sessions, thus the total
system energy dissipated during each round is com-
puted as follows:

k
Eround = ZEsia (2)
i=1

and hence, the average system energy expended
during each round can be expressed as

k

ZEsi

i=1

E=E[E oum] =E =k[nEg+ (N —n)Ein + Ee].

3)

We define the average packet latency (delay) as

the average time required for a packet to be gener-

ated by a source node and received by the cluster-

head. For BMA, the average packet latency can
therefore be computed as follows:

_NTC+Tch+an
Y .

L )

3.1.2. TDMA

During the contention period, the communica-
tion between the cluster-head and all other nodes is
accomplished by using non-persistent CSMA. Sup-
pose o is the throughput of non-persistent CSMA
when there are N attempts per packet time. Each
node transmits a control packet, and remains idle
for (N — 1)% seconds. Thus, the energy con-
sumption by each node during the contention period
is: E, =2Lc 4 (N — 1)8Lc 4 P,T.. The cluster-head
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node receives N control packets and transmits one.
Hence, it expends the following energy: Eg, =
NP.T.+ P.T.. Clearly, the total system contention
energy dissipation is: E, = NE, + Eg,.

During the ith frame, the energy dissipated in a
source node is computed as: Eg, = P[Tq. A non-
source node turns and leaves on its radio during
its scheduled time slot, and therefore, the energy
wasted can be computed as: Ej, = P;T4q. Also,
during the ith frame, the energy consumed by the
cluster-head can be expressed as: E., =nP.Ty+
(N — n;)P;T4. Hence, the system energy dissipated
during the ith frame is

Eﬁ = niEsn + (N - ni)Ein + Ech = niPtTd
—I—(N—I’li)Pde —i—niPer—F(N—l’lf)Pde. (5)

The total system energy expended during each
round can be computed as follows:

k
Erouna = Ec + ZEﬁ- (6)
i=1

Thus, the average system energy consumed dur-
ing each round is figured to be

E:E[Eround]
N N(N —1
= (E‘F I)PtTc-‘r%PiTC—FZNPrTC
—|—k[nPle+2(N—n)Ple+nPer] (7)

Easily, the average packet latency can be shown
to be

(Y +1)T. +kNT4
L=-2 : 8
o (8)
3.1.3. E-TDMA

The total system contention energy dissipation is
same as that of TDMA:

P,.T. P.T
E.=N|-

)
In E-TDMA, during the ith frame, the energy dissi-
pated by a source node is: Eg, = P Ty4. A node with
no data to send keeps its radio off during its allo-
cated time slots. Therefore, E;, =0. Also, during
the ith frame, the cluster-head expends the following
energy: Eq, = niP.Tq+ (N — n,)P;Ty. Thus, the sys-
tem energy dissipated during the ith frame is easily
found to be

+(N—-1)—-+P.T.| +NP.T.+PT..
o

Es =nEg + (N - ni)Ein + Egy
:niPtTd+niPer+(N—n,-)Pde. (10)

Using (6), we can compute the total system energy
dissipated during each round. Hence, the average
system energy dissipated in each round is

E:E[Eround]
N N(N -1
- <a+l>PtTC+( . ) PT. + 2NP,T,
—|—k[nPtTd+(N—n)Pde—i-nPer]. (11)

The average packet latency is same as that of
TDMA, and is given by (8).

3.1.4. Performance evaluation

Using the above energy models, we evaluated
and compared the performance of BMA, TDMA
and E-TDMA as intra-cluster MAC schemes in
terms of energy consumption. In addition, we vali-
dated these analytic energy models with ns-2 [20]
simulations.

There are two types of representative sensor node
models: Rockwell’s WINS and MEDUSA [18]. The
former represents a high-end sensor node, and the
latter is used as an experimental sensor node. We
used the WINS energy node model: the radio trans-
ceiver uses 462 mW for transmitting, 346 mW for
receiving, and 330 mW for idle listening. For
TDMA and E-TDMA, we set o to 0.815, as sug-
gested in [19]. For each simulation experiment, we
assumed that each node had 100J of energy to
expend.

We assumed that a clustered network had been
formed and there were N non-cluster-head nodes
and one cluster head node within each cluster. A
single cluster is illustrated in Fig. 2. Each of the
n < N source nodes was transmitting data directly
to the cluster head. All nodes were deployed
randomly through out a 100 m x 100 m area. The
node location patterns were generated using CMU’s
movement generator [21].

In all the simulation experiments, we employed
UDP agents, since, in deriving the above energy
models, we did not consider the dynamics of a
TCP-like transport protocol. The maximum UDP
segment size was set to 2 kB. We also assumed that
each sensor node was equipped with an omni-direc-
tional antenna and we adopted the Two Ray
Ground (d* power loss) propagation model [21].

We set the data rate to 2 Mbps and the data
packet size to 1452 bytes, including a 52-byte
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Fig. 2. An example of a single cluster with N nodes and one
cluster head. In all simulation experiments, UDP is used as the
transport protocol.

header. For BMA, the source to cluster head con-
trol packet size was set to 72 bytes, which contains
a 20-byte payload and a 52-byte header.! All other
control packet sizes were set to 152 bytes (100-byte
payloads and 52-byte headers).

Fig. 3 compares the three intra-cluster MAC
techniques in terms of the average intra-cluster
energy consumption in a single round as a function
of p, the probability of a sensor node having data
ready to send, for the case of 20 non-cluster-head
nodes (N = 20) and four sessions/frames per round
(k=4). For this case of system parameter values,
BMA is shown to provide better performance than
E-TDMA? for p < 0.5. The main energy conserva-
tion comes from avoiding idle listening.The energy
savings by E-TDMA relative to TDMA grow as p
approaches zero. In addition, it is evident from
Fig. 3 that there is a close match between the simu-
lation and analytic results.

Fig. 4 evaluates the performance of the three
schemes in terms of the average intra-cluster energy
expenditure per round as a function of k, the num-
ber of sessions/frames per round, for the case of

! Note that in BMA, the source-to-cluster-head control mes-
sage is only 1-bit long. The 20-byte payload includes this 1-bit
control message plus other MAC level overhead information. The
52-byte header is a default ns-2 higher layer protocol overhead
header. In an efficient BMA implementation, this control packet
would probably be 20 or less bytes long.

2 Since E-TDMA always outperform TDMA, it is enough to
only compare BMA against E-TDMA.

N =20 and p = 0.3. It is apparent that for these sys-
tem parameter values, BMA delivers better perfor-
mance than E-TDMA for small values of k. A
similar behavior is also shown in Fig. 5, where the
average intra-cluster energy consumption is plotted
against the number of non-cluster-head nodes (N):
for p=0.3 and k=4, BMA performs better than
E-TDMA when N < 30. Again, the simulation
results for these two cases closely match with the
analytic results.

Fig. 6 illustrates the impact of the data packet
size on the overall system energy consumption.
For the case of N=20, k=4 and p =0.3, BMA
has better performance than E-TDMA when the
data packet size is equal or greater than about
1000 bytes.

The performance of BMA relative to E-TDMA
does not only depend on p, k, N, and data packet
size, but it also greatly depends on the control
packet size and other network factors. This is illus-
trated by Fig. 7. These performance curves were
generated by changing the data rates to 24 kbps,
the data packet sizes to 250 bytes, and the control
packets to 18 bytes. For this system case scenario,
BMA outperforms E-TDMA for p <0.75 (with
N=10 and k=4), N<40 (with k=4 and
p=0.3), and data packet size >80 bytes (with
N=10, k=4, and p=0.3). Surprisingly, in this
case, the performance of BMA relative to E-TDMA
improves as k increases.

Fig. 8 compares the three MAC techniques in
terms of the average packet latency. For large p,
all three schemes provide similar low latencies.
However, as p goes to zero, the average packet
latency for both classical TDMA and E-TDMA
grows exponentially, whereas for BMA, it stays
relative low.

3.2. Energy model 11

Model II assumes a similar radio energy dissipa-
tion model as in [6]. Let E.i. (J/b) to represent the
energy dissipated by the electronics for transmitting
or receiving a 1-bit of data, and &ump (J/b/m?) to
denote the energy expended by the power amplifier
at the transmitter for achieving an acceptable bit
energy to noise power spectral density ratio (E,/
Np) at the receiver. Then, when source node j trans-
mits or receives a k-bit packet over distance d;, the
energy dissipated is computed using the following
expressions: Er(k,d) = kE¢e. + sampkdz, or Eg (k)=
kE¢ec, respectively.



8 G.Y. Lazarou et al. | Ad Hoc Networks xxx (2006) xxx—xxx

--- BMA
—- TDMA
X~ E-TDMA _
0.6 L -]
.
.
.
.
P
=055} R A _
2 __*____,.,—*-—-*-‘_* . -
_E - —a — -~ 7 //’ ’,*’x’
= -
Q X
g 05} et 1
-
17} ==
% x= -7
- -
O 045+ T 1
> P -7
o e Phe
[} =~ e
< e
w 04} . |
.
.
-
035F " E
0.3 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘

0.65

0.6
055} 1
05} i
0.45}
0.4} T <
0.35} < i

0.3} oo - 1

Energy Consumption (J)
3

0.25F - p

02 .~ ]

Fig. 3. Using Energy Model I, BMA is compared against TDMA and E-TDMA in terms of the average intra-cluster energy expenditure
per round as function of p, the probability of a sensor node having data ready to send, for the case of 20 non-cluster-head nodes (N = 20)
and four sessions/frames per round (k = 4). Left plot: simulation results, right plot: analytic results.
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Fig. 4. Using Energy Model I, BMA is compared against TDMA and E-TDMA in terms of the average intra-cluster energy expenditure
per round as function of k, the number of sessions/frames per round, for the case of 20 non-cluster-head nodes (N = 20) and p = 0.3, where
p is the probability of a sensor node having data ready to send. Left plot: simulation results, right plot: analytic results.

In addition, to compute the energy expended
during each idle listening period, we use the follow-
ing: Ej(k) = fEg(k). As mentioned earlier, during
each idle listening mode, the radio dissipates 50—
100% of the energy dissipated in the receiving mode
[11]. Hence, f is the ratio of the energy dissipated in
receiving mode to the energy dissipated in idle
listening mode.

Let k. be the normal control packet size, kg4 be
the data packet size, and d; be the distance between

node j and the cluster-head. We let d,,,,x be the max-
imum distance between nodes and the cluster-head.
Note that in BMA, the control packets sent by the
source nodes to the cluster-head contain fewer bytes
(1-bit control message plus packet header informa-
tion) than the normal control packets. Hence, for
BMA we use k., to represent the source to cluster-
head control packet size. Further, let T4 to be the
time required to transmit/receive a data packet, T
to be the time required to transmit/receive a normal
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control packet, and T, the time required for a
BMA source node to transmit a control packet.

3.2.1. BMA

The energy consumption by the jth source node
during a single session can be expressed as:
Esn(j) = ETx(kcwd.i) + (N - 1)EI(kCB) +Em<k0) + Er
(kq,d;). Since each non-source node stays idle dur-
ing the contention period and keeps its radio off
during the data transmission periods, the energy it
expends over a single session can be estimated as

follows: Ei,(j) = NE1(ke, ) + Egry(k.). During the con-
tention period of the ith session, the cluster-head
node receives n; control packets and stays idle for
(N — n;) contention slots. During the next transmis-
sion period, it receives n; data packets. Thus, the
energy dissipated by the cluster-head node during
a single session is

Ech = niERx<kcB) + niERx(kd) + (N - ni)EI (kcB)
+ETx(kc;dmax)7 (12)
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and therefore, the total system energy consumed in
each cluster during the ith session is

N—n;

Esi = iEsn(]) + ZEm(]) +Ech~ (13)

Using (2) and the fact that each round consists of
k sessions, we get the total system energy average
system energy consumed during each round to be

k
E = E[Ecouma] = E| Y Eq| = kE[Eq]
i=1

The average pla\tfgketT lz;tency can be easily
determined as: L = - eld

n

3.2.2. TDMA

The energy consumption by the jth node during
the contention period can be easily shown to be:
E,(j) = LEn(ke,d;) + =L E (ko) + Epe(ke). The clus-
ter-head node receives N control packets and broad-
casts one. Hence, E., = NEgp(kc) + Epke,dmax),
and thus, the total system contention energy dissipa-
tion is given as,

Ec - En(]) +Ech

-

1

J

I
[
R~

ETx(km dj) + ETx(kcv dmax)
1

+w&(kc) + 2NEp, (ke). (15)

J
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Fig. 8. Using Energy Model I, BMA is compared against TDMA
and E-TDMA in terms of the average intra-cluster packet latency
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ready to send, for the case of 10 non-cluster-head nodes (N = 10)
and four sessions/frames per round (k =4).

During the ith frame, the energy expended by
source node j is: Ey(j) = Ery(kq,d;). A non-source
node turns and leaves on its radio during its sched-
uled time slot, even thought it has no data to send.
Thus, Ej, = Ej(kq). Further, during the ith frame,
the cluster-head consumes the following energy:
Ecni = nEg(kq) + (N — n;)Eq(kq). Hence,

Eq =Y Ea(j)+ (N = n)Ein + Eai
j=1

= ZETr(kda dj) + 2(N - ”i)El(kd) + niERx(kd)v
j=1

(16)

gives the system energy dissipated during the ith
frame. Using (6), we get the average system energy
consumed during each round to be

E= E[Eround] =E.+ kE[Eﬁ]

=Ec+k|> En(ka,d;)+2(N —n)Ey(ka) +nEp.(kq) | .
j=1

(17)

The average packet latency is as given in (8).

3.2.3. EETDMA

The only difference of E-TDMA from TDMA is
that with E-TDMA, a node with no data to send
keeps its radio off during its allocated time slots.
Thus, E;, =0, and hence,

Eq =Y Er(ks,d;) + (N — m)Ey(kq) + niEre(ka).
J=1

(18)

Therefore, the average system energy dissipated
in each round becomes

E= E[Eround]

=Ec+k| Y Er(ka,d;)+ (N —n)Ey(ka) +nEg(ka) |-

| (19)

Again, the average packet latency is as given in

(8).

3.2.4. Performance evaluation

We again evaluated and compared the perfor-
mance of BMA, TDMA and E-TDMA as intra-
cluster MAC schemes using the Energy Model 11
and the same single cluster network model that
was used in the performance evaluation of the
Energy Model I and is shown in Fig. 2.

The system parameters were set to the following
values: Ege = 50 nJ/bit, g4mp = 10 pJ/bit/m?, p=
0.8, transmission rate = 1 Mbps, data packet size =
500 bytes, « =0.815, and normal control packet
size = 25 bytes. For BMA, the source to cluster-
head control packet size was set to 16 bytes. We
let the distance between a node and the cluster-head
to be a random variable uniformly distributed over
the interval [10] meters.

Fig. 9 provides a comparison of the three intra-
cluster MAC techniques in terms of the average
intra-cluster energy expenditure per round as a
function of p (top left), k (top right), and N (both
bottom). BMA is shown to provide better perfor-
mance than E-TDMA for p <0.7 (with N =20
and k=4), k < 14 (with N=20 and p =0.3), and
N < 37 (with p =0.3 and k =4). The main energy
conservation comes from avoiding idle listening.
When p > 0.7, the idle period is small and thus the
energy cost from the contention periods outweighs
the energy saving from the idle periods. Note that
as p increases, the average idle period decreases.
Thus, for p above 0.7, both TDMA schemes
perform better. Obviously E-TDMA outperforms
TDMA for all values of p. The energy savings by
E-TDMA relative to TDMA grow as p approaches
Zero.

The bottom right plot of Fig. 9 demonstrates the
impact of the data packet size on the performance
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Fig. 9. Using Energy Model II, BMA is compared against TDMA and E-TDMA in terms of the average intra-cluster energy expenditure
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size = 500 bytes), and N (bottom left, k =4, p = 0.3, and data packet size = 1000 bytes).

of BMA relative to E-TDMA: as the data packet
increases, BMA delivers better performance than
E-TDMA for much higher values of N. The energy
performance curves vs. N that are shown in the
bottom right plot of Fig. 9 were generated by
increasing the data packet size from 500 bytes to
1000 bytes.

Fig. 10 illustrates the impact of the data packet
size on the overall system energy consumption for
the case of N =20, k =4, and p = 0.3. It shows that
BMA performs better than the two TDMA schemes
for large data packet sizes, and that the difference in
performance grows as the data packet size becomes
larger. This is due to the fact that in BMA, the
energy consumption in the contention periods
becomes negligible when compared to the total
energy required to transmit large data packets.

The performance of BMA relative to TDMA and
E-TDMA in terms of the average packet latency is
the same as with Energy Model 1.

4. Conclusion
Both theoretical analysis and simulation show:

e The energy performance of BMA, as an intra-
cluster MAC scheme, relative to E-TDMA
depends on the sensor node traffic offer load
(parameter p), the data and control packet sizes,
the number of sensor nodes within the cluster
(parameter N), and, in some cases, the number
of sessions per round (parameter k).

e BMA delivers better performance than E-TDMA
for low and medium traffic loads (i.e., 0 <p <
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Fig. 10. Using Energy Model II, BMA is compared against
TDMA and E-TDMA in terms of the average intra-cluster
energy expenditure per round as function of data packet size, for
the case of 20 non-cluster-head nodes (N = 20), four sessions/
frames per round (k = 4), and p = 0.3, where p is the probability
of a sensor node having data ready to send.

0.75) given large data packets, small control
packets, and few cluster nodes.

e E-TDMA always provides better energy perfor-
mance than conventional TDMA.

e BMA provides lower average packet latency than
E-TDMA. For very high values of p, both
schemes have similar average packet latencies.
As p goes to zero, the average packet latency in
E-TDMA grows exponentially, but in BMA
stays relatively low.

¢ Both energy models provide similar results when
used to compare the performance of BMA
against TDMA and E-TDMA.

In most event-driven applications, the system
parameters p, N, k, and the data packet size can
be constrained such that BMA delivers a superior
performance. For example, to keep p less than 0.5
and the data packet large, sensor nodes could aggre-
gate their sensing information from two or more
events into one packet. To keep the number of
nodes within a cluster small, the whole network
could be divided into a large number of clusters.
The optimization process as described in [6] can be
used to obtain the optimum number of clusters.

Both energy models can be extended by allowing
the possibility of bit-errors occurrences during con-
tention periods. A necessary extension to this work
is to find the multidimensional system parameter

regions in which we always have 0 < —E'EETBI];‘QA <1

4.1. Summary

We propose an energy-efficient, robust, and low
latency intra-cluster communication bit-map-
assisted (BMA) MAC protocol for wireless sensor
networks. BMA is intended for event-driven sensing
applications, that is, sensor nodes forward data to the
cluster head only if significant events are observed. It
is simple and uses a dynamic scheduling scheme.

In addition, we provide two energy models for
BMA, conventional TDMA, and E-TDMA when
used as intra-cluster MAC schemes. Using these
energy models, we compared the performance of
BMA against the performance of TDMA and E-
TDMA. Results show BMA will improve the per-
formance of wireless sensor networks by reducing
energy expenditure and packet latency.
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