Rebuttal To Reviewers
First, we want to thank the reviewers for their careful reading of the manuscript on short notice, and their excellent suggestions. We have tried to address these concerns as explained below.
Reviewer #01:
R01P01: We made the introduction more concise, removed repeated information about the advantages of MLLMs, and included a summary of the main findings.
R01P02: We updated the caption of the Fig-3.
R01P03: We included the statistical significance results by adding a paragraph in the Experimental Design section describing the findings, along with two new figures (Figures 4 and 5) to illustrate them.
R01P04: In the Conclusion section, we framed our study as a proof of concept and discussed key areas for future research.
R01P05: The goal of our work was to determine the visual understanding capabilities of MLLMs. Neurologists and pathologists rely on visual cues to identify seizures or cancer classes; following that intuition, we used visual representations of EEG data instead of temporal signals.
R01P06: We updated Table 1 to include precision, recall, and AUC metrics.
R01P07: According to Table 1, the AUC score of ChatGPT’s o3 model is 74.22%, while the pretrained versions of ResNet and ViT achieve 47.08% and 47.82%, respectively, on the DPATH dataset. These results are statistically significant. Both ResNet and ViT were trained on general image datasets rather than domain-specific biomedical images, similar to ChatGPT’s o3 model. So, for future image classification tasks, it would be beneficial to include the zero-shot performance of MLLMs to ensure a fair and comprehensive comparison.
R01P08: We have replaced subjective and ambiguous words with more precise terminology.
R01P09: Addressed – thanks!
Reviewer #02:
R02P01: Developing a systematic approach to prompt optimization is currently beyond the scope of this paper. We have addressed this point as part of our Future Work. This study serves as a proof of concept to evaluate whether parameter-efficient fine-tuning of MLLMs benefits medical domain applications.
R02P02: As this is a proof-of-concept paper, we plan to include comprehensive baselines in our future work.
R02P03: We acknowledge the reviewer’s suggestion to implement proper train/validation/test splits for fine-tuning experiments. However, because the expert-validated dataset is relatively small, splitting it further would severely limit the training data available for model adaptation. So, in this proof-of-concept phase, we used all correctly reasoned samples as the training set (25 for EEG and 48 for DPATH) to maximize learning from the limited data. In future work, we plan to expand the dataset size and implement k-fold cross-validation to ensure robust and generalizable fine-tuning results.
R02P04: No issue needs to be addressed.

Reviewer #03:
R03P01: We have replaced subjective and ambiguous words with more precise terminology.
R03P02: Addressed – thanks!
R03P03:  The current reference (Ochal et al.) is the best source here since it is the original guidelines that the prompting work relies on. The suggested citations are not directly related, so we choose not to add them.
Ochal, D., Rahman, S., Ferrell, S., Elseify, T., Obeid, I., & Picone, J. (2020). The Temple University Hospital EEG Corpus: Annotation Guidelines (p. 28). Temple University.
R03P04: No issue needs to be addressed.
R03P05: The previously reported result was incorrect. The correct value has been updated in Table 1.





