Rebuttal To Reviewers
First, we want to thank the reviewers for their careful reading of the manuscript on short notice, and their excellent suggestions. We have tried to address these concerns as explained below.
Reviewer #1:
R01P01: The introduction and pathological background sections, though dense in narration, could be tightened to highlight the gap in computational pathology more directly.

Introduction: We’ve got rid of (ex: “This leads to the expression of bone-associated proteins including alkaline phosphatase and osteocalcin.”) a couple of phrases, yet all the phrases in the introduction point to a specific direction that I believe is essential in introducing the idea: 
· Paragraph 1: Introduce the idea of pathological calcification
· Paragraph 2: How calcification looks and how it forms chemically
· Paragraph 3: The link between calcification and cancer (with an emphasis on “there is no exploration for this direction in computer vision”)
· Paragraph 4: The problem we are trying to solve. 
Note: I rephrased this and added more details to the current issue in regards to digital pathology.  
Pathological background section: We changed a couple of phrasings, such as: 
“Hydroxyapatite deposits occur more frequently than in benign tissue, display lower levels of carbonate substitution, and contain higher concentrations of magnesium whitlockite, with these features aligning with both lesion grade and biological aggressiveness. “
TO:
“hydroxyapatite deposits are more common than in benign tissue, exhibit reduced carbonate substitution, and contain higher levels of magnesium whitlockite—features that correlate with lesion grade and biological aggressiveness.”
(adds clarity) We added additional changes in the way we express information. 
R01P02: What preprocessing was applied to the patches?
There was a simplistic preprocessing applied to the patches. We added the random seed, the hyperparameters, the data split and additional details about the balanced RF when we explained the experiment, as well as details about how we handled the new classes, which were underrepresented. 
R01P03: The description of model input is oversimplified. It needs clarification on why this choice was made instead of other methods.
This was addressed and additional details were provided:
“All experiments were run in a closed-set evaluation with a fixed random seed (42) to ensure reproducibility. For this proof-of-concept baseline, annotated images were converted to binary (black-and-white) masks, resized to 256×256 pixels, flattened into 65,536-dimensional vectors (…). “
R01P04: Domain shift results on TUBR are under-discussed. The modest gain (20.7% to 23.5%) may not be clinically meaningful. Interpretation needed.
The issue was addressed. It’s a matter of macro-score vs per class score. 
[bookmark: _Hlk211533008]R01P05: Figure 1 lacks sufficient details on image resolution, annotations, or magnification.
This was addressed by pointing out the book chapter (which contains details about these matters in Table 1, specifically).  
R01P06: Schematic summarising the workflow? Figure 2.	Comment by Claudia Dumitrescu: Dmitry
R01P07: Limitations of the study should be addressed in the paper.
We added: “We acknowledge that flattening removes spatial information from the images; as such, more advanced methods that preserve spatial structure (patch-based CNNs, or engineered texture features) are recommended for follow-up work.” As well as patient bias for the FCBR dataset.  
R01P08: Risks of overdiagnosis, while highlighted in the introduction, is not revisited in the conclusion or anywhere else in the paper. Addressed in the conclusions.
R01P09: Several grammatical and stylistic issues: "slightly consistently", "something poorly captured". What do they mean?
We have changed the highlighted issues and modified a couple of grammar and stylistic issues, such as:
Changing from: The process of crystallization is naturally regulated by healthy tissues, such as in bone and teeth. To: Healthy tissues, like bone and teeth, naturally regulate these processes.
R01P10: Inconsistent format of references, i.e. mix of URL and DOI. 
Solved.
Reviewer #2:
R02P01: Despite claims of "statistical significance," no critical statistical information was presented in the paper, besides the accuracy values.
We addressed it towards the end of the paper.
R02P02: Would the cnno (n=51) and cidc (n=220) create potential bias and data imbalance? Please comment.
We used a Balanced Random Forest model (“a balanced random forest differs from a classical random forest by the fact that it will draw a bootstrap sample from the minority class and sample with replacement the same number of samples from the majority class” Source: https://imbalanced-learn.org/):
However, the under-sampling shall not affect much training, given that: “440 manually annotated samples of cnno, cdcs, and cidc classes, mapped as nneo, dcis and indc.“ – therefore, including calcification labels in larger classes. We added the mapping information, as initially we did not mention it. 
R02P03: The paper does not provide RF hyperparameters and configuration. And what are the data preprocessing steps beyond basic resizing? 
We added the random seed, the hyperparameters and additional details about the balanced RF here. The preprocessing steps were mentioned in the comment above. 
R02P04: Also, the information about the train/test split of the data is also not presented in the paper.
Addressed: Data splitting followed the protocol described in [15]. For the FCBR cohort, we additionally performed stratified partitioning by malignancy grade (G0–G4) to preserve grade-wise prevalence across the training, validation, and test sets.
R02P05: There is insufficient comparison to existing AI approaches in digital pathology. 
We added a paragraph in the introduction, addressing the issue with these results (bias). The sole purpose of this paper is to establish a baseline for further studies regarding calcification to improve the pathological prediction, and it does not claim it improved the state-of-the-art results just yet.  
R02P06: Also, there is limited discussion of related work on calcification detection in medical imaging. As such, the paper does not provide enough information regarding comparison to existing radiological calcification detection methods.
This paragraph addresses the use of AI with X-ray diffraction:
Nevertheless, it has been shown [2] X-ray diffraction demonstrates potential clinical application, with measurements of carbonate substitution achieving a sensitivity of 85% and specificity of 88% in distinguishing benign and neoplastic cases using the average carbonate content alone. 
 - which sustained the use of X-ray diffraction methods to distinguish between cancer vs non-cancer (detection was not the purpose of this paper). 
It is not the only paper that similarly studied calcification. For example: 
Scott, R., Stone, N., Kendall, C. et al. Relationships between pathology and crystal structure in breast calcifications: an in situ X-ray diffraction study in histological sections. npj Breast Cancer 2, 16029 (2016). https://doi.org/10.1038/npjbcancer.2016.29
However, this article was not used, as it does not provide additional classification results. 
The domain is not addressed in the literature and contains limited results as well as no database that I can use to directly measure the average carbonate level in calcification (the one they dosed using spectrometry). 
R02P07: The paper lacks discussion of clinical relevance of the improvements claimed. Have the authors considered expert pathologists’ evaluations of the proposed approach?	Comment by Claudia Dumitrescu: Dmitry, can you address this somewhere?
Addressed in the conclusions. The annotations were evaluated by our annotation team of experienced biomedical undergraduate students.  
R02P08: Fig. 1 could use better caption to be more self-sustained.
Changed to “A summary of the annotation labels used in the TUBR and FCBR Corpus”
R02P09: Some grammatical errors and awkward phrasing throughout.
We addressed this feedback. 
R02P10: Reference formatting inconsistencies. Solved.
Reviewer #3:
R03P01: No issue needs to be addressed.
R03P02: No issue needs to be addressed.
R03P03: It is unclear why the accuracy is very low in Table 2 and 4. Moreover, why the confusion matrix has a lot of false rate?
The model we used to draw a baseline is a balanced Random Forest, which loses spatial context, especially when we’re speaking of Computer Vision tasks.  
R03P04: No issue needs to be addressed.
R03P05: No issue needs to be addressed.
R03P06: Needs improvements. For example, the journal names should be italic, delete period from title of reference 1, page numbers are missing, page numbers come after the year for journals, conference names have mistakes. Please consult IEEE SPMB template. Solved.
