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Abstract
Contemporary approaches to speech and speaker recognition decompose the prob-
lem into four components: feature extraction, acoustic modeling, language modeling
and search. Statistical signal processing is an integral part of each of these com-
ponents, and Bayes Rule is used to merge these components into a single optimal
choice. Acoustic models typically use hidden Markov models based on Gaussian
mixture models for state output probabilities. This popular approach suffers from
an inherent assumption of linearity in speech signal dynamics. Language models
often employ a variety of maximum entropy techniques, but can employ many of
the same statistical techniques used for acoustic models.

In this paper, we focus on introducing nonlinear statistical models to the fea-
ture extraction and acoustic modeling problems as a first step towards speech and
speaker recognition systems based on notions of chaos and strange attractors. Our
goal in this work is to improve the generalization and robustness properties of a
speech recognition system. Three nonlinear invariants are proposed for feature
extraction: Lyapunov exponents, correlation fractal dimension, and correlation en-
tropy. We demonstrate an 11% relative improvement on speech recorded under
noise-free conditions, but show a comparable degradation occurs for mismatched
training conditions on noisy speech. We conjecture that the degradation is due to
difficulties in estimating invariants reliably from noisy data.

To circumvent these problems, we introduce two dynamic models to the acoustic
modeling problem: (1) a linear dynamic model (LDM) that uses a state space-like
formulation to explicitly model the evolution of hidden states using an autoregres-
sive process, and (2) a data-dependent mixture of autoregressive (MixAR) models.
Results show that LDM and MixAR models can achieve comparable performance
with HMM systems while using significantly fewer parameters. Currently we are
developing Bayesian parameter estimation and discriminative training algorithms
for these new models to improve noise robustness.
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