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Abstract - The objective in the Scenic Beauty
Estimation (SBE) problem is to develop an automatic
classification algorithm that matches human subjective
ratings. Algorithms such as Principal Components
Analysis (PCA) and Decision Trees (DT) have been
applied to this problem with limited success, motivating
our search for a better classifier. Since this is obviously a
nonlinear classification problem, we applied two
nonl inear techniques: Independent Component
Analysis (ICA) and Support Vector Machines (SVMs).
We evaluated these algorithms on a standard, publicly
available data set using a variety of combinations of
features. The optimally configured ICA and SVM
systems achieved misclassification rates of 33.4% and
32.2% respectively. This is a significant improvement
over the best results previously reported on this task:
36.6% for PCA and 43% for DT. Since ambiguity in the
features space is a significant problem in this application,
these results validate the effectiveness of nonlinear
classification techniques.

INTRODUCTION

The United States Forest Service (USFS) has a long-te
interest in the development of automatic methods [1] f
managing forest resources. These methods use a databa
forestry images to determine the utility of a plot of fores
land both in terms of timber use and scenic qualit
Traditional methods used to determine the scenic quality
very tedious and involve a large group of people manua
rating each of the images. Clearly, an automatic method h
advantages that include consistency and efficiency.

To facilitate this research, an extensive database
images [2] has been developed, along with a comprehens
evaluation paradigm. A wide array of features were extract
from these images, and several techniques, ranging fr
Principal Components Analysis (PCA) to Decisio
Trees (DT) were used to combine these feature
Unfortunately, despite the incorporation of such powerf
statistical measures, overall performance [3] on this task w
not much better than chance.
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ALGORITHM DESCRIPTION

Linear classifiers [4] are often used due to the simplici
of implementation, and their robustness to poorly estimat
statistical models. A linear classifier uses a discrimina
function that can be represented as:

, (1)

which essentially describes a hyperplane decision reg
separating two classes. However, for many applications,
classes cannot be separated by a hyperplane, and a nonli
classifier is required to achieve good performance.

Principal Components Analysis

The most straightforward method of classification using
linear classifier is to use a statistical normalization approa
such as PCA [4]. Here, it is assumed that the first princip
component of a sample vector lies parallel to the directio
along which there is the largest variance over all sampl
This direction corresponds to the eigenvector associated w

the largest eigenvalue. Thekth principal component is chosen
to be the linear combination of the input features that has
largest variance, under the constraint that it is als
uncorrelated to the previousk-1 principal components. This
approach, depicted in Figure 1, works well when th
direction along which there is maximum variation als
contains the information about the class discrimination.

Independent Components Analysis

The principle behind ICA [5] is very similar to PCA with
the main difference being that the resulting transformatio
no longer be orthogonal. This is depicted in Figure 1. Simil
to PCA, ICA finds a linear coordinate system for the dat
transforming it using a linear matrix transformation. Henc
the complexity of the run-time analysis is equivalent to PCA

However, unlike PCA, the transformation is free to b
non-orthogonal, as shown in Figure 1. Furthermore, th
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computation of this transform involves higher order statisti
of the data. In the PCA case, which involves an underlyin
assumption that the data is multivariate Gaussian, only t
mean and covariance (second-order statistics) are used.

Our approach to finding the ICA transformation follows
that described in [6]. To find a linear transformation, , w
minimize the mutual information of the transformed data
Since a closed-form solution is not tractable, we use
stochastic gradient ascent algorithm. When the nonline
function is the same (with respect to scaling and shifting)
the cumulative density functions of the underlyin
independent components, it can be shown that a nonlin
infomax procedure also minimizes the mutual informatio
between the components of the transformed data.

However, in practice, we must pick a nonlinear functio
for the stochastic ascent without any detailed knowledge
the probabil i ty density functions of the underlying
independent components. Our procedure is to maxim

, where is a sigmoidal function, and to
assume the pdf ’s of are super-Gaussian (similar to
Gaussian, but more peaky with longer tails). This approa
leads to an ICA solution when such a solution exists.

The specific form of the stochastic gradient ascent tha
used involves a learning rule that changes weights accord
to the gradient of the entropy [6]:

(2)

in which is computed as
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Support Vector Machines

A support vector machine (SVM) [7] is a new techniqu
for classification. The main objective of this technique is t
construct an optimal hyperplane, which uses a small part
training set as support vectors. If the training vectors a
separated without errors by an optimal hyperplane, t
expected error rate on a test sample is bounded by the rati
the expected number of the support vectors to the numbe
training vectors. Since this ratio is independent of th
dimension of the problem, good generalization is guarante
if we can find a small set of support vectors.

First, we will have a look at the simplest case: linea
machines trained on separable data. Suppose we hav
c lasses . Labe l the t ra in ing da ta a

, we would

like to find a separating hyperplane , wher

is normal to the hyperplane. This hyperplane separates
positive examples from the negative ones. Let d+ (d-) be the
shortest distance from the separating hyperplane to
closest positive (negative) example, then d++d- is called the
“margin” of the separating hyperplane.

Here, the support vector machine just looks for th
separating hyperplane with the largest margin. This has be
shown [8] to be equivalent to the following problem. Give
the inequalities:

(3)

find hyperp lanes o f H1: and H2:

, which give the maximum margin by

minimizing , subject to the constraints in Eq. 3.

To solve the problem using Lagrangian method, we ha

to max im ize

with respect to , subject to constraints an

the posit iv i ty of [8] . The solut ion is given by

.

Once a Support Vector Machine has been trained in th
way, a test vector may be classified by simply determinin
on which side of the decision boundary hyperplane it fall
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Figure 1. A comparison between transformations found
PCA and ICA when the data is uniformly distributed withi
the diamond-shaped region.
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features
Error Rate (%)

set1 set2 set3 set4 mean vari-
ance

ALL 35.2 33.5 31.9 33.1 33.4 5.8

RGB 34.6 33.5 32.5 33.1 33.4 2.3

RGB+
LL

34.6 33.5 33.1 33.1 33.6 1.4

RGB+
LL+ENT

34.6 34.2 33.1 32.5 33.6 2.8

RGB+
LL+FRA

35.9 33.5 32.5 33.1 33.8 6.4

features
Error Rate (%)

set1 set2 set3 set4 mean vari-
ance

ALL 34.6 34.2 31.2 31.9 33.0 8.4

RGB 35.2 34.8 32.5 32.5 33.8 6.3

RGB+
LL

32.1 32.3 31.9 32.5 32.2 0.2

RGB+
LL+ENT

35.2 34.2 31.9 32.5 33.4 6.9

RGB+
LL+FRA

35.2 35.2 32.5 31.2 33.5 12.1
For non-separable data, the constraints in Eq. 1 should
modified as follows:

(4)

(5)

. (6)

The solution is similar to that described previously.

The above SVM algorithm on linear data set can b
extended to nonlinear data. The general idea is that we
map the nonlinear data into another space in which we c
still do a linear separation on the mapped data. To do t
mapping, we need to find a suitable “kernel function.” A
detailed discussion of this approach is found in [7].

APPLICATION TO SBE ESTIMATION

A detailed overview of the SBE Estimation problem ca
be found in [2]. We have converted the SBE problem to
three-way classification problem. Our implementation o
ICA was based on information maximization theory. If th
output entropy is maximized, then the components of t
output vector must be statistically independent.

Assuming we have a training set . We need to find

transformation , with the properties mentione

above . F i rs t , the da ta is p rewh i tened b

, where . The

matrix is then initialized to the identity matrix, and
trained accordingly.

We use a context-dependent transformation in this ca
Hence, three separate transformations are trained, and
test images are classified by using a class-specific Euclide
distance computation in the transformed space.

Our SVM implementation follows a similar strategy. On
classifier is trained for each of the three classes. Ea
classifier is trained by considering the in-class data versus
rest of the data. For each test image, we calculate the dista
of its feature vector to each of the three classifier
Classification was achieved by comparing the distances
each image’s vector from the three hyperplanes.

The SVM implementation was accomplished using th
public-domainSVMlight[8] package. The radial basis
function kernel was chosen because it was found to give b
performance on a number of related classification tasks.
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PERFORMANCE

Both ICA and SVMs were evaluated on a standard sub
of 637 images. There are three classes of images in t
subset: low, medium, and high scenic beauty. A total of 4
features are extracted from the images including col
content, density of long lines, entropy and fractal dimensio
We examined the following combinations of features:

• ALL: All 45 features

• RGB: Red + Green + Blue

• RGB+LL: RGB + Long Lines (postprocessed from a
standard edge detection algorithm)

• RGB+LL+ENT: RGB+LL + Entropy

• RGB+LL+FRACT: RGB+LL+ENT + Fractal Dims.

The results are shown in Tables 1 and 2 below. The 6
image dataset is partitioned four different ways to provid
se,
the Table 1. Performance of ICA on four evaluation sets.
Table 2. Performance of SVM on the same four sets.
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four separate evaluations.

A comparison of ICA and SVM to existing state-of-the-art i
shown in Figure 2. ICA and SVM provide improved
performance over PCA. Neither ICA nor SVM is better o
all experimental conditions, however. This suggests there
still some work ahead on dimensionality reduction an
feature set enhancement.

CONCLUSION

We have applied two new nonlinear classificatio
techniques, ICA and SVM, to the SBE problem. We hav
shown that both ICA and SVM perform better than standa
classification schemes such as PCA. Overall performan
however, is still far from human performance.

The best error rate achieved by ICA is 33.4%, using
simple combination of R, G, and B. This is extremel
promising in that it utilizes the simplest feature vector, an
seems to learn all other derived information, such as entro
and fractal dimension. SVMs, on the other hand, seem
make effective use of long line information in combinatio
with RGB.

These results are superior to the best results we ha
obtained with alternate techniques: 36.6% for PCA, and 43
for Decision Trees. Encouraged by these results, we belie
that we can combine these two techniques to produce a be
classification scheme. By using ICA as a front-end to SVM
we will be able to supply optimally separated distributions
the SVMs, thereby constructing a better nonlinear decisi
region. We expect that the classification capability of th
combined system will be a great improvement over th
system using either technique independently. It is importa
,
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to note that, as encouraging as these numbers are,
performance of intelligent guessing (always guess msbe
still extremely close to our best classification system.
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