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ABSTRACT

The most important component of a state-of-the-art speech recognition system is the decoder, or
search engine. Given this importance, it is no surprise that many algorithms have been devised
which attempt to increase the efficiency of the search process while maintaining the quality of the
recognition hypotheses. In this work we present one such algorithm which uses a two-pass fast-
match search to effectively prune away unlikely parts of the search space. This system is
compared to a state-of-the-art Viterbi decoder with beam pruning in evaluations on the OGI
Alphadigits Corpus.
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FAST SEARCH ALGORITHMS FOR CONTINUOUS SPEECH RECOGNITION
SUMMARY

In recent years we have seen speech recognition technology advance to the forefr
commercial applications. Typically these systems are restricted to a particular domain su
automatic dictation or command-and-control applications. With these restrictions, develope
able to create highly efficient systems which run in real-time with very low error rates. Howe
the primary goal of speech research is to produce systems that allow users to interact na
without restrictions to either content or style of speech. Unfortunately, the resources required
conversational speech recognition system to be commercially viable are far beyond the ha
currently available to consumers.

The majority of this resource consumption is owed to the search process inherent in findin
string of words spoken. The decoder searches through every possible word path to find th
likely string of words according to statistical models of speech. The Viterbi search algorith
used at the core of most state-of-the-art decoders, but the search space for this algorithm
large even in speech recognition tasks of moderate complexity. Thus, there is a nee
algorithms that can intelligently limit the search space while not affecting the word e
rate (WER).

Most state-of-the-art speech recognition systems use pruning techniques to reduce the
space. In these, a threshold is set at each level in the search where only paths whose sco
above that threshold are extended to the next level, pruning away all others. In this wor
explore a fast-match technique which uses a two-pass decoding strategy. The first pass
finds an approximate solution by applying a simple heuristic at each level of the search
second pass uses the knowledge gained from the first pass to perform a more detailed sea
art to this type of algorithm is determining the heuristic which can find a high quality pa
solution using very limited resources.

As a first try we implemented a heuristic which extends only the N-best paths at each
through the search. At the end of this first pass, a best overall hypothesis is found and the
path score at every level of the hypothesis is then used as the threshold for the second pas
search. We compared this algorithm against Viterbi with beam pruning on a small subset
OGI Alphadigits Corpus and found that the fast-match search produced a much tighter beam
little effect on WER. The fast-match scheme gave a second pass which was significantly
than Viterbi with beam pruning. However, the overhead required to find the thresholds in the
pass was substantial.

This work is currently being extended to include heuristics which provide a more efficient ov
search process. An example which has given encouraging preliminary results is the use of
monophone acoustic models for the first pass of the search and context-dependent tr
models for the second pass. We are also verifying our initial Alphadigit results on the far
complex SWITCHBOARD task.
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