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Abstract -Echo cancellers using adaptive filtering
techniques have traditionally found application in
solving a wide variety of communications systems
problems. We present here a novel application of an
FIR echo canceller to be used in evaluating speaker
identification technology on conversational speech data
collected over the public telephone network. Various
modifications to the standard LMS echo canceller are
required to deal with double-talk, a time-varying
background channel, and stability of the adaptive filter.
Our implementation of the echo canceller has been
optimized for two-way telephone conversations and has
been tested extensively on the SWITCHBOARD corpus.

INTRODUCTION

Echo cancellers using adaptive filtering techniques ha
enjoyed widespread success in a variety of communicatio
systems problems. Cancelling echoes in long distan
telephone conversations is by far the most direct a
widely used application of echo cancellers. Cancellin
echoes from speech recorded in noisy environments
another common application of echo cancellers.

Speaker identification technology (SID) has its ma
application in the area of security. Since this technology
still in its infancy, there is a need for benchmarking th
technology on common data. Two such examples
common evaluations being conducted annually are t
annual Human Language Technology worksho
sponsored by DARPA [1], and the large vocabular
continuous speech recognition workshops (LVCSR
sponsored by DoD. These evaluations have been conduc
on the SWITCHBOARD corpus [2], a spontaneous two
way telephone speech data corpus.

In order that we make our terminology consistent with th
adaptive filtering literature, we view this two-channel da
as a reference channel consisting of the far-end talker, an
test channel consisting of the originating “near-end” calle
Due to the irregularities of the analog telephone networ
an echo (a filtered and delayed version of an incomi
signal) of the far-end speech gets added to the near-
speech. This echo could be used by the speech recogn
e
s
e
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to gather important cues regarding the identity of the spea
or channel, thereby making the SID task artificially easy. T
eliminate this problem, we need an efficient ech
cancellation technology. A block diagram of the overa
system discussed in this paper is presented in Figure 1.

ALGORITHM SPECIFICS

The most commonly used algorithm for echo cancellation
the Least Mean Square Error (LMS) algorithm [3] based on
finite impulse response (FIR) filter.

The LMS Algorithm

The algorithm uses an FIR filter to model the channel whic
has caused the echo. If the estimate of the channe
accurate, we can pass the reference signal through this fi
to produce a replica of the echo. A simple time-doma
subtraction of the signals will then eliminate the echo fro
the speech signal. Since we do not have direct access to
channel, we must adaptively estimate the filter coefficien
using a gradient-descent approach. The adaptation algori
is based on minimizing the mean square error (MSE
between the reference and the echo-cancelled signal [3].

Let represent the far-end speech, the near ey i( ) x i( )
g
nd

izer
Figure 1. A demonstration of the application of ech
cancellation to speaker identification technology evaluation
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speech and the reflected echo. Let be the discr
representation of the channel impulse response:

(1)

We assume the echo is generated by a linear system, an
of finite duration. An echo canceller with filter
coefficients adapts to produce a replica of  defined a

(2)

, the length of the filter, is typically set to be greater tha
twice the time in samples corresponding to the maximu
distance over which a telephone call can travel. Som
knowledge of the communications media is required f
this calculation (typically an electrical signal’s propagatio
speed on coaxial cable).

Clearly, if the estimation of the echo path is accurate, t
echo is cancelled perfectly. In general, since the impu
response of the echo path is unknown and may vary slow
with time, coefficient adaptation is necessary to minimiz
the MSE between the echo and its estimate.The equat
used to estimate the coefficients is:

(3)

Here controls the rate of adaptation of the filte
coefficients, M is used for updating the coefficients in
block update mode (rather than at every sample).
estimated from the error signal, and hence is inverse
proportional to the power of y(i). It has been observed th
the algorithm converges very slowly for low-power signal
To counter this problem, the loop gain is usuall
normalized by the estimate of the power of y. Figure
presents the algorithm as applied to our conversation
speech problem. For the echo canceller to perfor
satisfactorily in the context of a speech research databa
we incorporate a number of heuristics into the algorithm

Modifications to the LMS Algorithm

Since the error signal, , shown in Figure 2, contains
component of the near-end speech , in addition to t
residual echo cancellation error, it is necessary to disa
adaptation when near-end speech is present. This
achieved by using a simple speech detector, whi
compares the signal level of the near-end speech to
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reference far-end speech. Also, it is desirable to contin
declaring near-end speech for some time after the init
detection, since the speech detector fails when there
short-term noise bursts, or sudden drops in the speech ene
level. We introduce a parameter, which we refer to as t
hang-time, that controls the amount of time after the initi
detection of speech for which we assume speech activ
This parameter is currently set to .

We need to be very careful in declaring near-end speech in
event of double talk. If the adaptation is not disabled whe
this occurs, the filter diverges, and the result is th
introduction of audible clicks and pops in the output speec
Hence, a conservative speech detection threshold is us
This threshold has been set to be 20% of the amplitude of
maximum sample value in the previous 32 ms of referen
signal (256 samples).

Another important modification made to the basic algorith
is the choice of a residual error suppression algorithm. Due
nonlinearities in the echo path, the amount of achievab
suppression by the echo canceller is limited. Typically, w
drop the level of the outgoing echo cancelled signal when t
suppression is not perfect. One way to implement this is
detect when the outgoing signal power falls below th
reference signal by a specified amount, and to zero the out
signal when this condition has been satisfied. This tends
cause choppiness in the output signal, particularly duri
intervals where only background channel noise is present.

A convenient solution to this problem is to vary the level o
suppression depending on the ratio of power levels of t
outgoing signal and the reference signal. Suppression is
required when this power ratio is greater than -24 dB
double-talk condition) or less than -60dB (near-end silenc
The suppression threshold , was implemented as a lin
function in terms of the floor and ceiling values of this rati
(all values expressed in dB).

(4)

A fourth modification to the standard algorithm is based o
the important observation that the rate of adaptation
implicitly dependent on the length of the filter. This involve
some judgement on the part of user in choosing the length
the filter and other related parameters of the echo cancel
Our rule of thumb is to decrease the adaptation constant b
half when we increase the number of taps by half.

The processed data consists of 10 to 30 minute conversat
collected over a fixed telecommunications link, the chann
characteristics tend to be quite stationary. Hence, af
allowing the echo canceller to converge by rapidly adapti

75 ms

α

α ratio ceil–
floor ceil–
-----------------------------=
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over the first few seconds of data, it is not necessary
adapt any further. Hence, we exponentially reduce the r
of adaptation to a certain minimum value as we process
data. This helps prevent divergence and needle
fluctuations of the filter during the adaptation process.

EXPERIMENTATION AND RESULTS

The SWITCHBOARD [2] corpus is one of more recently
collected conversational speech telephone corpora.
used 40 samples of these conversat ions for o
experiments. These samples had varying levels of ec
starting at very faint, and ranging to conditions where th
echo is as loud as the near-end speech.

Most of the modifications we incorporated into ou
algorithm were done after listening to data processed w
the basic algorithm. The performance of our echo cancel
is summarized in Table 1, which shows performance a
function of the echo. We report the reduction of echo fo
the channel on which the echo-canceller performs t
worst. Note that, when the echo is very low, 10 dB or les
echo cancellation is perfect. As the level of echo increas
we see that the performance degrades, indicating that
echo might be a complex echo, unlike the simple scal
version of the far-end speech we assume.

.
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,
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Table 1. Performance of the echo-cancellation algorithm
on speech data collected over long-distance telephone lin
with varying levels of echo content.

Echo-level Echo-reduction

< 10dB >40dB

10 - 20dB 17dB

20 - 30dB 22dB
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CONCLUSIONS AND FUTURE WORK

We have developed an echo cancellation algorithm which c
be used to preprocess two-way telephone data. Its inten
application is the development of speaker identificatio
technology. We have incorporated a number of heuristics in
the algorithm to make the quality of the processed spee
acceptable for speech technology development. Our res
also indicate that the assumption of linearity in th
production of echoes is not always true, especially in cas
where the echo-level is high. Our code is presently bei
used extensively in the speech research community, and
be downloaded from the ISIP web site at the URL
http://www.isip.msstate.edu/software. It is written in C++ and
is intended to be easy to use and understand.
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Figure 2. The basic least mean square error (LMS) echo-canceller based on a finite impulse response (FIR) 
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