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One of the most notable impacts of computing advancements over the last few decades has been the
decentralization of resources. As the cost of computer hardware continues to decrease, significant
computational power continues to become more accessible to the consumer market. Similar to personal
computing, this phenomenon has also enabled the growth of low-cost high-performance computing (HPC)
(e.g., desktop supercomputers). Combined with advances in computational statistics and machine learning,
HPC systems can now accommodate computationally expensive research using consumer-grade hardware.

Graphic Processing Units (GPUs) have become an integral part of today’s high-performance compute
cluster [1][2]. GPUs are absolutely critical now to a new generation of big data machine learning systems
that require massive amounts of computing to develop. These chips and the software that supports them
adds additional burden to cluster management. Key issues include software compatibility (e.g., Nvidia’s
CUDA support is problematic), as well as job control (e.g., open source schedulers do not seem to
adequately support nodes with multiple GPU chips) and load balancing by distributing computing jobs to
compute nodes based on the state they report to the main node. When there are large numbers of compute
nodes in the cluster, system administration of these nodes becomes a time-consuming process. The goal of
this poster presentation is to introduce researchers to cost-effective ways to manage such resources.

In the Neuronix cluster, we manage compute nodes by placing them under the control of the main server
(i.e. CPU/GPU compute nodes). We use Warewulf [3] for operating system provisioning as well as for
synchronizing important system files such as the hosts and password files. Warewulf boots the compute
nodes over the network from kernel and filesystem images on the main server. The primary advantage of
this architecture is that changes can be made to one set of images and sent to all the nodes. For the nodes
that function independently of the main node (e.g. backup servers, web servers), we are in the process of
implementing Ansible [4] to automate their setup and configuration.

The queue manager that controls job submission is composed of a resource manager (TORQUE [5]),
monitors node resource statistics. It also handles everything related to submitting and running jobs from
the main node on one or more compute nodes. Torque is accompanied by a job scheduler (Maui [6]) that
communicates with the resource manager and, based on the status of the compute nodes and the internal
scheduling of node can be requested, and setting scheduling single or multi-dimensional scheduling policies
(e.g. setting scheduling policies per user per queue).

A number of free and open source monitoring tools are available to keep track of system statistics (e.g.
network bandwidth, CPU/memory usage) and hardware failures. As computing systems scale, it is
important to identify and resolve bottlenecks, which can limit the performance gain from scaling. Ganglia
[7] is a system monitoring software that collects information from cluster nodes and displays the
information graphically through a web interface [8]. Mdadm is a standard Linux utility that we use to
manage the RAID arrays on the cluster. With these arrays, the cluster becomes significantly more robust
in the face of hard drive failures [9]. Smartctl is another standard Linux utility that can be used to report
information about the status of all the hard drives (e.g. the number of bad sectors).
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There is a very large space of potential software solutions for these clusters. The goal of this abstract is to
introduce readers to a core set of tools we find useful in developing and maintaining a low-cost cluster. In
this poster, we discuss the tools we find most useful in efficiently managing our cluster and will provide a
demo. We emphasize tools that are easy to learn and yet provide the necessary capabilities to manage a
heterogeneous cluster. We provide support to a growing base of users on these issues.
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