Review of papers on Reconstructed Phase Space based Speech Recognition

Reconstructed phase space (RPS) is built, using time-delay embedding method, from one-dimensional time series (speech signal), for each phoneme. In some experiments, also embedded is the first difference in the time series to capture the trajectory information. Then the distribution of points in the RPS is modeled using Gaussian mixtures (GMM). The optimal number of mixtures in the model was found to be 128. While the baseline system resulted in 54.86% accuracy, the same using GMM RPS was only 38.06. They conclude that, phase space features contain significant discriminatory ability, even though MFCC features outperforms the phase space features on direct comparisons. As an extension, MFCC and RPS features (in the form of GMM) are combined to form a recognition system. While the baseline system (only MFCC) results in 54.86% accuracy, the same for the joint (MFCC+RPS) system is increased to 57.85%. They conclude that, RPS captures some of the information that MFCC systems do not and thus the combination can improve the performance of speech recognition systems. 

A high-dimensional RPS, constructed from the speech signal, is reduced to a lower dimensional RPS using singular value decomposition (SVD). This operation is done on a frame-basis. In each frame the single-dimensional (and supposedly clean) signal is reconstructed by time-aligning the rows and scaling appropriately.

On the use of surrogate data:

The method of surrogate data generates an ensemble of surrogate data sets. They mimic the original data sets and share given properties. Measure the flow direction of the neighboring trajectories with in the local subspace in a phase space. If time series has some form of determinism then the detected structure will be different from its surrogates. An algorithm for finding the nearest trajectories is used instead of NNA. FT and AR are two methods that are used to generate the surrogate data sets. For embedding delay, average mutual information is calculated for each selected phoneme. FT surrogates are generated. 
Vowels: TDM values are distinguishable. So, nonlinear prediction can be applied. 
Fricatives: No evidence showing determinism in both voiced and unvoiced. This suggests that fricatives are generated from a stochastic process and no choas exists in fricative phoneme production.

The authors have also explored the relationship between the phase space projection models used for nonlinear dynamic models and sub space decomposition commonly used in linear signal processing.
On Sub-banding:

Experiments have been conducted to show that humans recognize phonemes independently in different frequency sub-bands independently. Dynamics of speech signals residing primarily in sub-bands with lower energy are overwhelmed by dynamics in a higher energy band. Sub-banding allows for a better modeling of lower-order energy dynamics. FIR filters best bet for sub-banding since they don’t introduce phase distortion. However, to isolate the dynamics in each sub-band, small transition bands are needed which increases the required FIR length. Instead, IIR filters have been used to avoid the introduction of phase distortion by employing forward-backward IIR filtering (this leads to a linear phase IIR filter). Filter bank structure used is based on human auditory system and 8 sub-bands have been used. When embedding with RPS, if we use a large number of sub-bands, the dynamic information in each sub-band will reduce – hence the optimal number is usually small. The RPS space is used for discrimination, modeled by a GMM. For each sub-band, likelihood is generated for each category. Classifier-fusion is done to merge likelihoods across each sub-band to give a final labeling decision

On Higher order moments:
Higher order moments are used in experiments where the authors wanted to eliminate Gaussian noise. The third order moment for Gaussian distribution is zero, hence a bispectrum (Fourier transform of the third order moment) should be same for a signal with and without Gaussian noise. In the paper “Third-Order Moments of Filtered Speech Signals for Robust Speech Recognition by Kevin et.al (unpublished)”, the authors computed a third-order moment for signal amplitudes every-frame and appended it to the normal MFCC vector. Experiments were conducted on the Aurora-2 database on two different noise conditions. The results were contradicting the theory for using third order moments. The recognition performance improved more on test data with babble noise than on subway noise (subway noise is much closer to Gaussian noise!).
