Papers relevant to Speech and Speech research:

1. Y. Mahgoub and R. Dansereau, "Voicing-state classification of co-channel speech using nonlinear state-space reconstruction," ICASSP 2005, pp I-409 - I-412, March 2005.

The paper probes the notion of using the nonlinear state-space reconstruction to better classify co-channel speech signal into unvoiced-voiced, unvoiced-unvoiced, and voiced-voiced. Even if the speech training data is not used, the approach excels the other methods - Bayesian and SAPVR methods. The applications sorted out are the areas in which the training data is not available. Usually, it is seen that the training data can make the system speaker- and environment-dependent.

2. M. Bocko, O. Altun, D. Headlam, and E. Titlebaum, "An expressive and compact representation of musical sound," ICASSP 2004, pp. IV-249 - IV-252, May 2004.

The nonlinear dynamic behavior of the source generator is not isolated out from the acoustic filter. The two sub-models are combined together within a less number of slowly varying parameters reducing the bit-rate and retaining the originality of the sound. The MLE method is adopted to check for the validity of the model. The algorithm overcomes the synthetic touch to the physical modeling of the musical instruments. The very good starting guess at the model is a must to achieve acceptable results.

3. S. Chakrabartty, Y. Deng, and G. Cauwengberghs, "Robust speech feature extraction by growth transformation in producing kernel Hilbert space," ICASSP 2004, pp. I-133 - I-136, May 2004.

Kernel regression nonlinear predictive coding method for speech feature extraction procedure yields robustness to noise of varying statistics over MFCC-based feature extraction procedure. The technique has been used in the form of covariance functionals for signal estimation and detection. The method shows effective to extract nonlinear features of speech even in presence of variety of noise.

4. R. Gemello, F. Mana, and R. Mori, "A modified Ephraim-Malah noise suppression rule for automatic speech recognition," ICASSP 2004, pp. I-957 - I-960, May 2004.

Even then the affect of nonlinear on Enhparaim-Malan method and nonlinear spectral subtraction are similar, the prior one has advantage of giving a statistically significant ASR improvements. The paper concentrates on denoising. Ephraim-Malah attenuation rule based MMSE log estimator performs better than Weiner filtering technique for ASRs. 

5. M. Jachan, G. Matz, and F. Hlawatsch, "Time-frequency moving-average processes: principles and cepstral methods for parameter estimation,” ICASSP 2004, pp. II- 757 - II-760 , May 2004.

TFMA model is compared with the time-varying moving average model. TFMA is based on a nonlinear technique based on a novel complex RT cepstrum, TF cepstral recursions. The model is physically intuitive and highly parsimonious as compared with cepstrum approach.

6. A. Lindgren, M. Johnson and R. Povinelli, "Speech recognition using reconstructed phase space features," ICASSP 2003, pp. I-60 - I-63, April 2003.

The nonlinear signal processing technique is used to extract time-domain based phase space features for speech recognition. The attractors have a higher discriminatory power but these do not perform as good as the MFCC features.

7. Y. Shi and E. Chang, "Spectrogram-based formant tracking via particle filters," ICASSP 2003, pp. I-168 - I-171, April 2003.

The proposed method estimates formant frequencies as three-step process - tracking of the frequency bands corresponding to dynamic programming based algorithm and then using particle filters to estimated the formant area based on the posterior probability density function. The PF based formant tracking outperforms LPC based method. 

8. P. Spmervuo, "Experiments with linear and nonlinear feature  transformations in HMM based phone recognition," ICASSP 2003, pp I-52 - I-55, April 2003.  

As compared to the baseline feature extraction method of MFCC, PCA, ICA, LDA and multilayer perceptron network based nonlinear discriminant analysis (NLDA) are more robust. The best approach is the one which combines all the four feature transformations signifying that each one contains complementary information. As compared to PCA and ICA, LDA based approach was at the similar performance level.

9. M. Omar and M. Johnson, "Approximately independent factors of speech using nonlinear symplectic transformation," IEEE transactions of speech and audio processing, vol. 11, no. 6, pp 660-671, November 2003.

By developing maximum mutual information linear transformation on the MFCC, the features generated give a better performance as compared to the baseline system. The idea is to have a nonlinear transformation which produces statistically independent feature set (nonlinear ICA) and then step ahead to use MMIL transformation. The system is useful for phoneme recognition.

10. N. Kim, "Statistical linear approximation for environment compensation," IEEE signal processing letters, vol. 5, no. 1, pp 8-10, January 1998.

With a motive to enhance the environment compensation techniques for robust speech recognition, statistical parameters are coupled with Vector Taylor series approach to yield a variant in linear approximation. The performance over a speaker-independent continuous digit recognition experiments is far better as compared to use of VTS only. The SLA with VTS gives more exact approximation for higher-order terms.

