comments on the paper :

Papers from ICASSP 2005

1. L. Borup, M. Nielson, and R. Gribonval, "NONLINEAR APPROXIMATION WITH REDUNDANT DICTIONARIES", ICASSP 2005. pp IV-261-IV-265.

The paper talks about implementing a nonlinear methods (redundant wavelets bi-frames) for retrieving and storing the data in a compact form. 

2. Y. Cao and M. Ibnkahla, "EXACT SYMBOL ERROR RATE AND TOTAL DEGRADATION PERFRORMANCE OF NONLINEAR M-QAM FADING CHANNELS", ICASSP 2005, pp III-985 - III-988.

The paper studies the nonlinear model for the fading channels most suitable for Satellite mobile communication. Based on the nonlinear distortion and the efficiency of power amplifiers, the system degradation parameters are optimized. But, the five systems studied do not behave the same over the same settings for this optimality.

3. M. Chen, D. Mandic, T. Gautama, and M. Hulle, "ON NONLINEAR MODULAR NEURAL FILTERS," ICASSP 2005, V-317 - V-320.

Pipelined recurrent neural networks architecture is implemented based on the nonlinear predictor calculation on modular nested recurrent NNs. The nonlinear implementation helps in improving on the computational efficiency over the single network. The approach concludes that for the nonlinear system, PRNN approximates the nonlinearities much better than the other variants.

4. J. Jeraj and V. Mathews, "Identification of nonlinear, memoryless systems using chebyshev nodes," ICASSP 2005, I-93 - I-96

The paper gives a approach in finding the nonlinearities from the input-output measurements using the minimax approximation. The algorithm finds the first estimate of output at the Chebyshev nodes using a localized linear representation and then steps ahead to solve the first moment. The system overcomes the influence of measurement errors on the nonlinearities.

5. F. Kuech, A. Mitnacht, W. Kellermann, "NONLINEAR ACOUSTIC ECHO CANCELLATION USING ADAPTIVE ORTHOGONALIZED POWER FILTERS," ICASSP 2005, III-105 - III-108.

The paper explains the implementation of nonlinear echo cancellation technique to over the nonlinear distortions caused by the combination of acoustic echo cancellation and the loudspeakers and their amplifiers. The speech signal is inheretantly non-stationary, but implementing a nonlinear acoustic echo cancellation technique on mobile communication receivers improves the quality. The paper presents the simulation results.

6. S. Goh and D. Mandic, "A class of gradient-adaptive step size algorithms for complex-valued nonlinear neural adaptive filters," ICASSP 2005, V-253 - V-256.

Using an approach of gradient-adaptive step size algorithms for the nonlinear system, the signal can be tracked yielding lesser errors and faster response. The same system can be used for predicting a signal.

7.W. Leong, and J. Homer, "EKENS: A learning on nonlinear blindly mixed signals," ICASSP 2005, IV-81 - IV-84.

The paper proposes a technique - EKENS - to perform source separation in nonlinear mixtures. EKENS does a good job related to mapping in nonlinear domain by adapting to the actual statistical distribution of the sources. The kernal density distribution at the output signal in a noisy environment is estimated to achieve nonlinear mapping.

8. W. Ling, Y. Ho, J.Reiss, and X. Yu, "Nonlinear behaniors of bandpass sigma-delta modulators with stable system matrices,", ICASSP 2005, IV-73 - IV-76.

Using state-space variables for representing the signals with rich frequency spectra is feasible. The appraoch can be used to aboiv unwanted tones generated by the quantizers. Paper brings out the relationship between fractal patterns for perdiodic output sequence.

9. Y. Mahgoub and R. Dansereau, "voicing-state calssification of co-channel speech using nonlinear state-space recosntruction," ICASSP 2005, pp I-409 - I-412.

Under the notion that the nonlinear state-space reconstruction would result in better classification of co-channel speech signal into unvoiced-voiced, unvoiced-unvoiced, and voiced-voiced. Even if the speech training data is not used, the appraoch excels the other methods - Bayesian and SAPVR methods. The applications sorted out are the areas in which the training data is not available. Usually, it is seen that the training data can make the system speaker- and environment- dependent.

10. A. Malipatil, Y. Huang, S. Andra, and K. Bennett, "Kernelized set-membership appraoch to nonlinear adaptive filtering," ICASSP 2005, pp IV-449 - IV-152.

The appraoch is tested on equalization of nonlinear Inter-Symbol interference (ISI) channels and predistortion of nonlinear high power amplifiers to check suitability of the SM-nonlinear filtering. As the filter coefficients can be updated online. BER, or SER (symbol error rate) performance for SM-NLMS is far superior as compared to SVMs and SM-BC algorithms.

11. G. Sicuranzo and A. Carini, "Nonlinear Multichannel actice noise control using partial updates," ICASSP 2005, pp III-109 - III-112.

The approach refers to reducing the computational complexity for modeling nonlinear multichannel active noise controllers. The affine projection adaption algorithm is modified to take advantage of truncated Volterra filters in an idea to achieve suitable partial update strategies. The end result is to reduce computational overheads. 

Papers from ICASSP 2004
12. T. Adali, T. Kim, and V. Calhoun, "Independent component analysis by complex nonlinearities," ICASSP 2004, pp V-525 - V 528.

A variety of complex nonlinear functions alongwith ICA of complex-valued data excels in their performance to generate higher order statistics. The idea is to separate the complex-valued sources, such as MRI or radar data. Using an analytical appraoch of separating real and imaginary part, the constraint of boundedness can be adhered to, but these are not sufficient to generate higher order statistics for an nonlinear functions. The appraoch designed in this paper rejects the idea of spliting the complex-data but uses the analytical functions as estimating functions to behave as maximum likelihood functions.

13. M. Al-Mistarihi, P. Phukpattaranont, and E. Ebbini, "Post-beaming third-order VOlterra filter (THVOF) for pulse-echo ultrasonic imaging," ICASSP 2004, pp III-97 - III-100.

To model the quadratic nonlinear response from beamformed ultrasonic pulse-echo imaging data can be easily described by the SVD-algorithm by estimating the coefficients of the ThVOF. ThVOF provides an approapriate model for complete separation of nonlinear echoes from contrast agents and tissues. The rates of image-transfer does not detoriate because of extra processing involved. 

14. M. Bocko, O. Altun, D. Headlam, and E. Titlebaum, "An expressive and compact representation of musical sound," ICASSP 2004, pp. IV-249 - IV-252.

The nonlinear dynamic behavior of the source genrenetor is not isolated out from the acoustic filter. The two sub-models are combined together within a less number of slowly varying parameters reducing the bit-rate and and retaining the originality of the sound. The MLE method is adopted to check for the validity of the model. The algorithm overcomes the synthetic touch to the physical modeling of the musical instruments. The very good starting guess at the model is a must to achieve acceptable results.

15. M. Bugallo, S. Xu, J. Miguez, and P. Djuric, "Maneuvering target tracking using cost reference particle filtering," ICASSP 2004, pp. III-968 - III-971.

The technique of CRPFs leads to a practically robust algorithms as compared to the conventional PFs to track the high-speed maneuvaring target. Instead of using the predefined dynamic probabilistic model of the target, the user defined cost measure is used as a measure of quality of the state estimates. Varied dynamic models are tracts for giving more variability and verneability to the task.

16.V. Cevher and J. McClellan, "Fast initialization of particle filters using a modifies metropolis-hastings algorithm: mode-hungry appraoch," ICASSP 2004, pp. II-129 - II-132.

Using an appraoch to track only the modes of the samples in order to represent the initial samples, the MH algorithm variant has achieved faster convergences for both unimodel and multi-model distributions. MH algorihm in its original form takes more time to converge so the transition to the candidate genrating density is based on the modes of the target density.

17. S. Chakrabartty, Y. Deng, and G. Cauwengberghs, "Robust speech feature extraction by growth transformation in preducing kernel hilbery space," ICASSP 2004, pp. I-133 - I-136.

Kernel regression nonlinear predictive coding method for speech feature extration procedure yeilds robustness to noise of varying statistics over MFCC-based feature extraction procedure. The technique has been used in the form of covariance functionals for signal estimation and detection. The method shows effective to extract nonlinear features of speech even in presence of variety of noise.

18.A. Chhetri, D. Morrell and A. Suppappola, "The use of particle filtering with the unscented transform to schedule sensors multiple steps ahead," ICASSP 2004, pp. II-301 - II-304.

For tracking the target using multiple sensors can be a costly affair. If it is possible, a technique must be implemented which reduces the sensors or other method is to keep the sensors in ON position to track the object to minimal. Th algorithm uses particle filter appraoch to simulate the need to keep an sensor active in tracking the target effectively. SMC methods helps in scheduling the sensors for tracking purpose, thus reducing the computational complexity, increasing the sensor-lifetime. The appraoch helps in predicting the schedule multiple steps ahead.

19.A. Dimakis and P. Maragos, "Modeling resonances with phase modulated self-similar processes," ICASSP 2004, pp. II-877 - II-880.

To model frictive sounds in the speech data, (Which is thought to be a nonlinear model for time0varying random resnances) is possible by alpha-stable self-similar stoachastic processes. The random modulation model alongwith autocorrelation and power spectrum is the algorithm suitable for the same purpose. The frequency and phase fluctuations have a long range correlations and one-over-frequency spectra which can be modelled as a self-similar process. fractional Browian motion and fractional stable Levy motion are the two popular models studied in this paper.

20. P. Djuric, M. Bugallo and J. Miguez, "Density assisted particle filters for state and parameter estimation," ICASSP 2004, pp. II-701 - II-704.

To overcome the limitation of inability to estiamte the constant parameters with the particle filtering techniques, a densty assisted PFs is proposed.  The method is useful for nonlinear models to a greater extend. When modeling the fixed-parameter model, the particle degeneracy causes a set-back in using particle filtering. Using density assisted PFs has an advantage for hardware implementations as well. The only difficulty with the DAPFs is of choice associated with approximating densities.

21. R. Gemello, F. Mana, and R. Mori, "A modified ephraim-malah noise suppression rule for automatic speech recognition," ICASSP 2004, pp. I-957 - I-960.

Even then the affect of nonlinear on Enhparaim-Malan method and nonlinear spectral subtraction are similar, the prior one has advantage of giving a statictically significant ASR improvements. The paper concentrates on denoising. Ephraim-Malah attenuation rule based MMSE log estimator performs better than Weiner filtering technique for ASRs. 

22. Sm Godsill and J. Vermaak, "Models and algorithms for tracking using trans-dimentional sequential Monte Carlo," ICASSP 2004, pp. III-976 - III-980.

Using SMC techniques for tracking purpose in which the dynamic model and arrival times are both modelled requires a different PFs and smoothers. Dynamic variability of the target path is difficult to simulate with the help of standard PFs. Hence without over-parameterizing the model, the relatively parasimous model is required. Here the states are modeled and reexpressed  as a random function ot time-arrivals.

23. R. Hedge, H. Murthy, and G. Rao, "Application of the modified group delay function to speaker identification and discrimination," ICASSP 2004, pp I-517 - I-520

Using the Modified group delay feature (MODGDF) alongwith the GMM for speaker identification system is tested on TIMIT and noisy NTIMIT speech data. The results obtained from MODGDF as compared with the MFCC based system are superior stating that the phase and magnitude contains complementary functions. MODGDF technique uses speaker discriminating characteristics for nonlinear mapping and linearly separating the speakers. 

24. M. Holmberg, and W. Hemmert, "Auditory information processing with nerve-action potentials," ICASSP 2004, pp. IV-193 - IV-196.

NN featuring the spectral receptive fields with lateral inhibition models the speech signals. The auditory system has a compression stage with is nonlinear in nature. The model so designed detects the formants in the speech signal. The system shows resemblence to cepstrum analysis methods. 

25. M. Jachan, G. Matz, and F. Hlawatsch, "Time-frequency moving-average processes: principles and cepstral methods for parameter estimation," ICAASP, pp. II- 757 - II-760.

TFMA mdeol is compared with the time-varying moving average model. TFMA is based on a nonlinear technique based on a novel complex RT cepstrum, TF cepstral recursions. The model is physically intuitive and highly parsimonioua as compared with cepstrum appraoch.

26.H. Jiang and Q. Wang, "Nonlinear noise compensation in feature doman for speech recognition with numerical methods," ICASSP 2004, pp. I-985 - I-988.

 To model the clean speech signal given a noisy observation, a complex nonlinear function need to be integrated. Using numerical methods, the integrals can be converted to summations, but may require higher computational complexity. The results when compared with conventional Vector Taylor series indicate the utility of the appraoch for white Gaussian noises. The appraoch requires more computations as compared to VTS but it compensated the same by showing significant performance in ASR recognition.

27. H. Koeppl, and D. Schwingshackl, "Comparison of discrete-time approximations for continuous nonlinear systems," ICASSP 2004, pp. II-881 - II-884.

When the continuous nonlinear systems are modeled with discrete-time VOlterra model, and if the causality condition is relaxed, the model matches the continuous time counterpart. The discrete-time model excels the sampled model, but introduces processing delay.

28. T. Lee and K. Yao, "Speech enhancement by perceptual filter with sequential noise parameter estimation," ICASSP 2004, pp. I-693 - I-696.

The estimation process uses non-linear function that relates to speech statistics, noise, and noise observation. The appraoch is varaint of sequential EM-type algorithm - specifically it a perceptual filter with frequency masking. Noise parameters are estimated from the noisy speech based on the statistics of the clean speech data. 

29. A. LoboGurrero, F. Marques, P. Bas, and J. Lienard, "Enhanced audio data hiding synchronization using nonlinear filters," ICASSP 2004, pp. 

The technique based on spread spectrum synchronization by using mathematical morphologic tools provides a robust approach. The application dealt can be applied to copyrights protection of audio data. The use of nonlinear filters- top hat filter - reduces the synchronization overloads.

30. T. Myrvoll and S. Nakamura, "Minimum mean square error filtering of noisy spestral coefficients with applications to ASR," ICASSP 2004, pp. I-977 - I-980

Using piece-wise linearization of the complex integrals, the improvement in the performance over the numerical techniques involved with the integrals can be achieved. The proposed methods outperforms both the numerical techniques as well as VTS. The methods tries to model the multivariate noise in log-spectral domain. The problem is associated with cepstral filtering problem.

31. M. Omar and B. Kingsbury, "An evaluation of a nonlinear feature transformation for conversational speech recognition," ICASSP 2004, pp. I-785 - I-788.

The approach is based on LDA on MFCC features and then subsequent transformation. In fact, LDA with MLLT  outperforms LDA with SMLT but involves 20 times more parameters. But, combing the MLLT with SMLT does not improve the performance. To model the acoustic framwork,  a combination of nonlinear feature transforms and probabilistic model helps a lot to have a nonlinear feature transforms domain. 

32. R. Raich and G. Zhou, "Spectral analysis for bandpass nonlinearity with cyclostationary input," ICASSP 2004, pp. II-465 - II-468.

To model the output from the nonlinear power amplifier for a non-constant envelope signal a novel close form expression for power spectral density is possible. This will help in limiting the regrouwth at the output and compliance with the out of band emissions. The input is assumed to be cyclostationary which matches with the actual data.

33. V. Raykar and R. Duraiswami, "Automatic position calibration of multiple microphones," ICASSP 2004, pp. IV-69 - IV-72.

Using at least five loudspeakers and the same number of microphones the location of the microphones is found out by MLE. The covariance of the estimator is a good indicator of the location of the microphone. The results are verified using MC simulations and real-time experimental setup. The method automatically does position calibration of multiple microphones. The closed form solution using nonlinear minimization helps to locate the microphone with knowing the position of the loadspeakers.

34. A. Rix, "Perceptual speech quality assessment - review," ICASSP 2004, pp. III-1056 - III-1059.

The paper reviews the development of perceptually-motivated models for quality assessment of speech transmission/storage systems. Teonlinear. Telecommunications networks specifically long-distance mobile and VOIP connections are becoming complex and nonlinear. Various methods of speech quality assessment are reviewed for their merits and demerits.

35.G. Saon, S. Dharanipragada, and D. Povey, "Feature Space Gaussianization," ICASSP 2004, pp. I-329 - I-332.

By forcing individual dimensions of a acoustic data to be normally distributed the feature space adapt to the speaker and environment variability. The transformation is a nonlinear one but gives minimum divergence between the density function and the normality. 

36. T. Schioler, D. Erdogmus, and J. Principe, "Parzen Particle Filters," ICASSP 2004, pp. V-781 - V-784.

A Parzen density estimator and PFs have one thing in common, they both approximate the distribution using a kernal. The advantage of such a method getting a means to solve an intractable integral. The nonlinear functions are approximate by the choice of kernels and their numbers. Parzen density estimators outperforms the particle filters as the number of kernels increases beyond 30.

Paper from ICASSP 2003
37. F. Abdallah, C. Richard, and R. Lengelle, "Kernel second-order discriminants versus support vector machines," ICASSP 2003, pp. VI-149 - IV-152.

For nonlinear classification, the paper proposes a Mercer kernels approach to pick the optimum nonlinear receiver in sense of the best second-order criterion. In the comparison of this method with the SVM and KFD methods, the selective strategy outperforms the other two. The method is based on nonlinear Fisher discriminants with second-order criterion, with a advantage of very short testing time for new data and best generalization performance. 

38.M. Johnson, A. Lindgren, R. Povineli and X. Yuan, "Performance of nonlinear speech enhancement using phase space reconstruction," ICASSP 2003, pp. I-920 - I-923.

The nonlinear noise reduction method based on embedding the noisy signal in a high-dimensional reconstructed phase space and applying SVD to project the signal into a lower dimension outperforms Wiener filtering, annd spectral subtraction. The method is the localized projection approach applied for enhancing the speech.

39.A. Lindgren, M. Johnson and R. Povinelli, "Speech recognition using reconstructed phase space features," ICASSP 2003, pp. I-60 - I-63.

The nonlinear signal processing technique is used to extract time-domain based phase space features for speech recognition. The attractors have a higher discriminatory power but these do not perform as good as the MFCC features.

40.X. Lu and B. Champagne, "A Centralized acoustic echo canceller exploiting masking properties of the human ear," ICASSP 2003, pp. V-377 - V-380.

AEC are severely degraded by the vocoder non-linearities along the transmission chain. Using a centralized AEC which incorporates the pyshoacoustic post-filter and adaptive cross-spectral algorithm, the modern digital communication networks can be made more robust. The advantages achieved will be reduced power requirement and computational complexity at the hands-free terminals like mobile wireless communications.

41.T. Nwe, S. Foo, and L. De Sliva, "Classification of stress in speech using linear and nonlinear features," ICASSP 2003, pp. II-9 - II-12. 

Three systems of classification of stress in speech - LFPC, NFD-LFPC, and NTD-LFPC - are proposed. The linear short-time Log Frequency Power Coefficients gives the best results.The energy distribution of the signal in the different log frequency bands provides a good representation of the stress styles. Also, the nonlinear variation of energy distribution is frequency domain presents more varaibility w.r.t. to that in time domain.

42. Y. Shi and E. Chang, "Spectrogram-based formant tracking via particle filters," ICASSP 2003, pp. I-168 - I-171.

The proposed method estimates formant frequencies as three-step process - tracking of the frequency bands correpsonding to dynamic programming based algorithm and then using particle filters to estimated the formant area based on the posterior pdf. The PF based formant tracking outperforms LPC based method. 

43. S. Sivada and H. Hermansky, "Generalised tandem feature extraction," ICASSP 2003, pp 56 - 59. 

As compared to the LDA (linear transformation) and MLP (nonlinear tranformation, Multi Layer Perceptron architecture), Tandem feature extraction scheme with softmax output layer gives better results. The method is tested to estimate phoneme posterior probabilities on a labeled database. The nonlinear transformation and GMM recogniser is the last stage in the system. The tandem feature extraction removes the nonlinearities associated with the estimation, converts the features suitable for Gaussian micture modeling.

44. P. Spmervuo, "Experiments with linear and nonlinear feature  transformations in HMM based phone recognition," ICASSP 2003, pp I-52 - I-55.  

As compared to the baseline feature extraction method of MFCC, PCA, ICA, LDA and multilayer perceptron network based nonlinear discriminant analysis (NLDA) are more robust. The best appraoch is the one which combines all the four feature transformations signifying that each one contains complementary information. As compared to PCA and ICA, LDA based approach was at the similar performance level.

45. M. Zanuy, "Wide-band sub-band speech coding using nonlinear prediction," ICASSP 2003, II-181 - II-184.

Nonlinear prediction based on multi-layer perceptrons outperform the ADPCM based LPC method. The same method can be used to generate high frequency band using the nonlinearity which reproduces the harmonic  structure of periodic spectrums. 

Papers from ICASSP 2002 
46.S. Axelrod, "Speaker indentification using online, frame dependent, and diffusive varaince adaption," ICASSP 2002, pp I-153 - I-156.

The text-independent speaker identification alogrithm implemented in the paper uses ML adaption of the variances of a GMM based on a single acoustic data frame. The method reduces false positives. The idea is to adapt the variance parameters of the GMM for each speaker so as to spread out the probability distributions.

Papers other than ICASSP proceedings source

47. P. Flctcher, C. Lu, S. Pizer and S. Joshi, "Principal geodesic analysis for the study of nonlinear statistics of shape," IEEE transactions on medical imaging, vol. 23, no. 8, august 2004, pp 995-1005.

The paper justifies the approach to implement the geometrical objects in Riemannian symmetrical space. In use of principal geodesic analysis, a generalized principal component analysis as applied to manifold setting, the method is able to describe the variability of medially-defined anatomical objects.

48. M. Valleverdu, O. Tibaduisa, B. Giraldo, S. Benito and P. Caminal, "Analysis of the nonlinear autodependecies of respiratory pattern variability in patients on waening trials," Proceedings of

the 26th Annuak International COnference of the IEEE EMBS, San Fracisco, CA, USA, Sept. 2004, 542-545 

To define the nonlinear dynamics of respiration, mutual information measures [one of the nonlinear statistical autodependencies] are used. The proposed method is far more superior that Correlation dimention, Lyapunov exponents, Shannon entropy and nonlinear prediction because it is not limited by the length of the time series.

49. V. Smelyansky, D. Luchinsky, M. Millonas, A. Stefanovska and P. McClintock, "Nonlinear Statistical modeling and model discovery for cardiorespiratory data," American Journal of Physiology??, March 2005, pp 1 - 15.

The cardiorespiratory dymanics in humans is modeled by using Bayesian dynamical inference method - inverse modelling from blood pressure time-series data. The method is one of the available nonlinear time-series analysis with a advantage of predicting the parameters close to the parameters inferred in the experiment.

50. J. Schoentgen and R. Guchteneere, "Searching for nonlinear relations in whitened jitter time series,"ICLSP 2004, pp 753 - 756.

Idea is to find the effective model for glottal cycle lengths after the linear correlated part is removed. The jitter thus residual of the signal and the linear prediction parameter. Chaos theory gives a better representation of the jitter. 

51.M. Omar and M. Johnson, "Approximately independent fctors of speech using nonlinear symplectic transformation," IEEE transactions of speech and audio processing, vol 11, no. 6, Nov 2003, pp 660-671.

BY developing maximum mutual information linear transformation on the MFCC, the features generated give a better performance as compared to the baseline system. The idea is to have a nonlinear transformation which produces statistically independent feature set (nonlinear ICA) and then step ahead to use MMIL transformation. The system is useful for phoneme recognition.

52.M. Molla and K. Hirose, "On the effectiveness of MFCCs and their statistical distribution properties in speaker indentification," IEEE international conference on Virtual environments, HCIs and Measurement Systems, Bostan, MA, USA, July 2004, pp 136-141.

Using MFCCs computed from nonlinear filterbank analysis coupled with multi-layer NN for text-dependent speaker identification improves the performance related to the training speed. The statistical distribution parameters present a viable method to present the speaker features. The paper proposes that the removal of the C1 coefficient of MFCC feature set does not affect the performance.

53.A. Martino, P. Marietti, M. Olivieri, P. Tommasino, and A. Trifiletti, "Statistical nonlinear model of MESFET and HEMT devices," IEEE proceedings on circuits, devices ststem, vol 150, no. 2, Apr 2003, pp 95-103.

Using the nonlinear statistical model for HEMT and MESFET devices gives better results. The parameters are assumed to be drawn from multivariate Gaussian pdf. The idea behind using a nonlinear model is to reduce the dimensions to a larger extend yet achieve better results. The bias point variations of active devices have a strong impact on overall yield, hence the necessity.

54. C. Manu, "Resist process characterisation and optimization of ArF lithography," IEEE IMES, Mar 2003, pp. 59-63.

Nonlinear step-wise regression approach deals with understanding the high-order interactions affecting resist thickness. The approach fails to predict uniformity accurately because of intrinsic experimental errors. 

55.V. Kondretenko and Y. Kuperin, "Using recurrent neural networks to forecasting of forex," ARVIX, 2003, pp 1-23.

Using time series data and technical indicators such as moving average a recurrent NN is trained to forecast the exchange rates between two currencies. The nonlinear statistical data preprocessing tools help in maintaining the coefficient of multiple determination within the safe limits.

56. N. Kim, "Statistical linear approximation for environment compensation," IEEE signal processing letters, vol 5, no. 1, Jan 1998, pp 8-10.

With a motive to enhance the environment compensation techiniques for robust speech recognition, statistical parameters are coupled with Vector Taylor series approach to yield a variant in linear approximation. The performance over a speaker-independent continuous digit recognition experiments is far better as compared to use of VTS only. The SLA with VTS gives more exact approximation for higher-order terms.

57. A. Kabundi, D. Marais, and L. Greyling, "Predicting nonlinear models: NN versus linear and recursive regression analysis," Nov 2003, pp. 1-29.  

The paper proposes the combine method of Kalman filter and NN for improvement in the learning process of the model and subsequent forecasting capability in the area of economics.

58.H. Bourlard, H. Hermansky, and N. Morgan, "Towards increasing speech recognition error rates," Speech Communication, no 18, 1996, pp 205 - 231.

The idea to adapt the ASR to new environment without hurting the optimizing process requires a new approach. The newer approach may not guarantee better performance in terms of WER but opens a avenue for improving the performance at the end application. The new approach must include statistical theory, properties of human hearing and some other sources. It was a kind of review paper.

59. L. Liao, D. Fox, and H. Kautz, "Learning and inferring transportation routines," American Association for Artifical Intelligence, 2004, pp 1-6. 

The paper searches for an approach in which the system can predict the transportation behavior of the human being by learning the behvioral patterns in a trained and a priori model. The method implemented Rao-Blackwellised particle filters to efficiently infer the details.

60.K. Gharaibeh and M. Steer, "Modeling distortion in multichannel communication systems," IEEE transactions on microwave theory and tehcniques, vol 53, no 5, May 2005, pp 1682-1692.

A behavioural modeling technique to capture response of amplifiers is based on the three-box appraoximation of the Volterra model coupled with nonlinear statistical analysis. The system is tested on multichannel amplifier to better utilize the spectrum. The method implemented is generalized autocorrelation and spectral analysis for multiple digitally modulated input signals.

