Nonlinear Modeling of Speech: Research Directions
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There are many documented reasons motivating the need to model speech as a nonlinear time series. Some of them are:
· Voiced sounds are characterized by highly complex air-flows in the vocal tract (involving jets, vortices etc.), instead of a well-behaved laminar flow.

· Vocal folds themselves induce nonlinear behavior, because the muscle and cartilage comprising the vocal tract have nonlinear stretching capabilities.

Taking into account these (and many other) nonlinear manifestations, it is evident that the linear source/filter model of speech production does not address these issues. We use this as a motivation for modeling speech as by a dynamical system with a low number of degrees of freedom (size of the phase-space vector). 
As our initial steps in the direction of nonlinear modeling of speech, we propose the following analysis:
1) Given a time series, can we quantify 

a. Nonlinearity in the state-space evolution of the system

b. Chaotic Structure in the phase-space formulation

It seems chaotic behavior is exhibited by nonlinear systems only, so a positive identification of a chaotic system would imply a nonlinear state-space evolution. 

This may be an issue when the model we are trying to characterize has a nonlinear structure (phase-space evolution), but is not chaotic (all Lyapunov exponents are negative). Hence, apart from analysis of chaos, we must also look into other tools to identify a nonlinear structure. Concept of ‘Surrogate data’ and ‘Higher order moments’ must be studied in detail and used for analysis of speech data. 

2) Next in line is time-delay embedding and phase space reconstruction of the feature stream. The issues we need to resolve here are:

a. Can we extend the conventional reconstructed phase space (defined over a scalar time series) for a vector time series?

b. Alternatively, assuming un-correlated features (or by enforcing de-correlation using a linear transformation by a matrix containing the ortho-normal basis vectors of the space), can we do separate characterization of each Cepstral feature (resulting in a separate trajectory for each feature component)?

c. Another important issue here would be to analyze the effect of overlap between successive frames for cepstral analysis, since the way we slide our analysis frame in the time domain will have a direct effect on the RPS trajectory we construct out of the signal. 

For now, the immediate tasks at hand are as follows:

1) Using data from a training corpus, build a reconstructed phase space on the scalar time-series (on the raw data). This should give us a good feel for the whole process.

2) Next, we need to analyze the Lyapunov spectra of a vowel (from the raw data). 

3) Extend this to each feature in the corresponding feature stream, or try to do a Lyapunov-spectra estimation of the vector-time series itself. 
 -- To characterize the trajectory in different noise conditions, repeat the above analyses by adding controlled noise to the acoustic data, and study variations in the Lyapunov spectra under different noise conditions.

4) Gain a good understanding of other techniques of detecting nonlinearities – higher order moments etc., and analyze speech data using these… It has been documented that some vowels show non-chaotic behavior in the phase space (hence the Lyapunov spectra is useless in the analysis) but they do exhibit nonlinearities that can be detected by surrogate data. 

5) Having analyzed the structure in the data stream, we must head towards system characterization and start thinking of using this in a pattern classification setup. 

a. Some things that make for interesting analysis are study of attractor variations under different noisy conditions. 
b. If it is possible to represent some attractor geometry or coordinates in the reconstructed phase space, we should try to analyze the possibility of incorporating this information into the classification decision – the intuition here being that noise would affect the trajectory more than the attractors. This would make for interesting analysis.

More points will follow…

