Literature Survey

Nonlinear Statistical Modelling of Speech

Most of the conventional techniques for speech modeling / analysis are based on expressing speech signal in terms of linear system. Speech signal is modeled as a Gaussian mixture model (GMM) as in Hidden Markov Model (HMM), or in case of Support Vector Machines (SVMs) modeled based on principles of discrimination and risk minimization. Relevance Vector Machines (RVMs) present a probabilistic alternative to SVMs. But, as for RVMs and SVMs, a closed loop training routines are necessary to insure convergence and optimality. Also, computational complexity makes RVMs less viable options.

Over the past couple of decades, a close approximation to speech probability density function has emerged as an alternative. Even in HMM, in which speech is approximated as a multi-Gaussian pdf, has met with limited success. Hence, a nonlinear statistical modeling has evolved as a viable option.

Nonlinear statistical modeling is based on the concept of perceptual human auditory system and temporal and frequency masking at the human auditory channel. Nonlinear modeling gives access to the nonlinear dynamical system structure of speech.
Following is the survey of literature over the past three years, indicating the trends in speech research.

1] T. Schon, F. Gastafsson, P. Nordlund, "Marginalized particle filters for mixed linear/nonlinear state space models," IEEE transactions of signal processing, vol. 53, no 7, pp. 2279-2289, July 2005.

The paper combines Kalman filter with particle filtering concept, in which the particle filter is used on general nonlinear state-space model.  The experiments are carried out on real flight data and has shows hope for its implementation on complete high dimensional system.

2] M. Fujimoto and S. Nakamura, "Particle filter based non-stationary noise tracking for robust speech recognition," ICASSP 2005, Vol. 1, pp. 257-260, March 2005.

The paper estimates the non-stationary noise environments sequentially. The approach improves the speech recognition accuracy but the results signify the need of the clean speech dynamics. The tests are carried out on Japanese digit recognition database (AURORA-2J). The algorithm will work best for clean speech HMMs for particle filter based noise estimation.

3] W. Sethres, R. Morris, and J. Sethares, "Beat tracking of musical performances using low-level audio features," IEEE transactions on speech and audio processing, vol. 13, no. 2, pp 275-285, March 2005.

The paper compares the two methods of tracking the beat in musical performances without requirement of MIDI transcription. The two methods are Bayesian decision framework and gradient strategy. Bayesian strategy is fast approximation but gradient strategy converges around the desired answer. The methods can help us in understanding how people process temporal information.

4] Y. Mahgoub and R. Dansereau, "Voicing-State Classification of Co-Channel Speech Using Nonlinear State-Space Recosntruction," ICASSP 2005, pp I-409 - I-412, March 2005.

In presence of multiple speakers, the classifying the voicing-states is a challenge. Using a nonlinear approach and representing the speech signal in terms of state-space model, classification achieved is much better as compared to other existing methods of Bayesian and Spectral Autocorrelation Peak Valley Ratio (SAPVR) algorithm.  The algorithm works without the priori knowledge of speaker or environment (i.e, training data). The time series is converted to phase-space by method of delays and the parameters calculated. The algorithm gives an improvement of about 7% (with 85% overall accuracy in classification on TIMIT data) over Bayesian and SAPVR approach without any priori. 
5] M. Dattatreya, S. Battacharya, "A technique for nonlinear echo cancellation in wireless networks," IEEE International conference of Personal Wireless Communications, ICPWC 2005, pp. 317 - 320, January 2005.

By using an adaptive Volterra filters and having an echo cancellation implementation at the base station, the performance of the wireless telephone network will improve and also the computational requirement at the handset will reduce. This will give rise to cheaper handsets, and less power hungry handsets. The algorithm is perceptually better (parameter used for comparison is ERLE - echo return loss enhancement) as compared to LMS algorithm.

6] M. Bocko, O. Altun, D. Headlam, and E. Titlebaum, "An Expressive and Compact Representation of Musical Sound," ICASSP 2004, pp. IV-249 - IV-252, May 2004.
In modeling a musical instrument, the nonlinear prediction model based on the time histories of parameter is used to get the target instrument model. The MLE algorithm is tested on clarinet showing a clear advantage of data compaction and naturalness of the music quality as related to note attacks and musical timbre. The volumetric flow behavior, which is a nonlinear difference equation model, is modeled using both the slowly varying parameters as well as negative resistance oscillating ones.  
7] S. Chakrabartty, Y. Deng, and G. Cauwengberghs, "Robust Speech Feature Extraction By Growth Transformation In Preducing Kernel Hilbert Space," ICASSP 2004, pp. I-133 - I-136, May 2004.
To improve the digit recognition accuracy for TI-DIGIT database, a kernel regression nonlinear predictive coding (KPCC) is a best bet as compared to Mel-scale cepstral features (MFCC). The regression technique adopted is widely implemented in the field of SVMs.  The kernel shows resemblance to LPC, but the difference being in the nonlinear mapping of the coefficients (or kernel). The growth function learns the newer data and unlearns the old data to differentiate between noisy components and systematic components in the input. KPCC outperformed MFCC for almost all the cases, except when the babble noise, both the systems performing equally.

8] R. Gemello, F. Mana, and R. Mori, "A Modified Ephraim-Malah Noise Suppression Rule For Automatic Speech Recognition," ICASSP 2004, pp. I-957 - I-960, May 2004.
Incorporating Weiner filter type spectral noise subtraction without any training can suitable reduce the WERs for an automatic speech recognition system. Nonlinear spectral subtraction simulates the human auditory perception. The approach uses Ephraim-Malah gain function based maximum mean square error estimation (MMSE). The gain function computes the a-priori speech absence probability. The tests on AURORA2 and AURORA3 corpora suggest the gain function approach showed an improvement over NSS (Weiner based algorithm). 
9] M. Jachan, G. Matz, and F. Hlawatsch, "Time-Frequency Moving-Average Processes: Principles And Cepstral Methods For Parameter Estimation,” ICASSP 2004, pp. II- 757 - II-760, May 2004.
As one of the tasks for nonlinear statistical modeling is parsimoniously represent the speech features, time-frequency moving average model [TFMA] is a better alternative as compared to time-varying moving average modeling {TVMA]. For TFMA, there are smaller numbers of model parameters to compute.  The tests carried on Doppler simulations shows that TFMA outperforms evolving cepstral method. 
10] A. Lindgren, M. Johnson and R. Povinelli, "Speech Recognition Using Reconstructed Phase Space Features," ICASSP 2003, pp. I-60 - I-63, April 2003.
Using a phase reconstruction and attractors (accuracy = 31.23%) there upon to classify phoneme performs lower as compared to MFCC (accuracy = 50.34%).  Still a combination of phase reconstruction along with MFCC would yield a better performance then the individual system. The approach is to represent the speech signal in a phase-space domain instead of representing it in traditional frequency domain. The features gotten from attractors complement that from MFCC to a certain extend, combination is a viable option to probe. Lyapunov exponents are invariant in both the original and reconstructed phase space, so these numbers can represent the nonlinearities in phonemes. The nonlinear approach helps in making the system speaker independent, as source excitation is not removed. In addition, the higher computational speeds of nonlinear modeling improves chances of using a large HMM model to capture rapid changes. 
11] Y. Shi and E. Chang, "Spectrogram-Based Formant Tracking Via Particle Filters," ICASSP 2003, pp. I-168 - I-171, April 2003.
Particle filtering techniques try to approximate the probability density functions by drawing samples. These samples represent the pdf. Particle filtering method [7] is used to estimate the formant frequencies of speech signal from spectrograms. As compared to LPC based method, PF method shows lesser deviations in formant frequency estimations. The tests were carried on a group of 81 utterances.
References
[1] [T. Schon, F. Gastafsson, P. Nordlund, "Marginalized particle filters for mixed linear/nonlinear state space models," IEEE transactions of signal processing, vol. 53, no 7, pp. 2279-2289, July 2005.
[2] M. Fujimoto and S. Nakamura, "Particle filter based non-stationary noise tracking for robust speech recognition," ICASSP 2005, Vol. 1, March 2005, pp. 257-260.
[3] W. Sethres, R. Morris, and J. Sethares, "Beat tracking of musical performances using low-level audio features," IEEE transactions on speech and audio processing, vol. 13, no. 2, March 2005, pp 275-285.

[4] Y. Mahgoub and R. Dansereau, "Voicing-State Classification of Co-Channel Speech Using Nonlinear State-Space Recosntruction," ICASSP 2005, pp I-409 - I-412, March 2005.

[5] M. Dattatreya, S. Battacharya, "A technique for nonlinear echo cancellation in wireless networks," IEEE International conference of Personal Wireless Communications, ICPWC 2005, pp. 317 - 320, January 2005.

[6] M. Bocko, O. Altun, D. Headlam, and E. Titlebaum, "An Expressive And Compact Representation Of Musical Sound," ICASSP 2004, pp. IV-249 - IV-252, May 2004.
[7] S. Chakrabartty, Y. Deng, and G. Cauwengberghs, "Robust Speech Feature Extraction By Growth Transformation In Preducing Kernel Hilbert Space," ICASSP 2004, pp. I-133 - I-136, May 2004.
[8] R. Gemello, F. Mana, and R. Mori, "A Modified Ephraim-Malah Noise Suppression Rule For Automatic Speech Recognition," ICASSP 2004, pp. I-957 - I-960, May 2004.
[9] M. Jachan, G. Matz, and F. Hlawatsch, "Time-Frequency Moving-Average Processes: Principles And Cepstral Methods For Parameter Estimation,"  ICASSP 2004, pp. II- 757 - II-760, May 2004.
[10] A. Lindgren, M. Johnson and R. Povinelli, "Speech Recognition Using Reconstructed Phase Space Features," ICASSP 2003, pp. I-60 - I-63, April 2003.
[11] Y. Shi and E. Chang, "Spectrogram-Based Formant Tracking Via Particle Filters," ICASSP 2003, pp. I-168 - I-171, April 2003.
