Kalman Filtering
Advantages: This technique can be used for modeling systems which vary dynamically.

Algorithm:

There are only six equations for kalman filtering, I will list the equations in the order in which they have to be computed. The presentation is a little confusing in the beginning because it does not follow an order.

Step 1: State equation : 
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Definitions:
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The transition matrix is something we will have from the start. The state equation is a recursive equation where the new state is obtained from the previous state. The previous state is the unknown term in the above term and it is calculated as follows:

State observational update:
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Definitions:
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P.T.O
In order to update the state observation we will need two more values: kalman gain and the prediction error. These values are found as follows:
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Definitions:
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In the above equation we see that we have the values for all the terms.
The 
[image: image7.wmf]e

 value is also called as innovation, it is just another way to represent the observation by retaining only the part which cannot be predicted correctly [taken from the ICASSP 2005 kalman filtering tutorial].

The second unknown parameter in state observation update equation is kalman gain which is found as follows:
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Definitions:
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Now, in the above equation we see that we still don’t know the value of the error covariance matrix. The error covariance matrix is found as follows:
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Definitions:
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Again from the above equation we see that there is still a missing value which is the error covariance update value. The error covariance update is found as follows:
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In the above equation we know the values of all the terms, hence by going backwards from here we will obtain the estimate of current state given the previousstate. This is what we started with in the state equation. 
Thus we see that in order to start the kalman algorithm we need to know the following values before hand:

1) Transition matrix

2) Measurement matrix

3) Noise variance

4) Initial guesses for state vector and error covariance matrix.

Once we have the initial parameters we can recursively compute the estimate of any state, of course to compute state k we should have computer the state parameters for state k-1.

Variations in kalman filtering will follow……

_1179314151.unknown

_1179315458.unknown

_1179316283.unknown

_1179316303.unknown

_1179316666.unknown

_1179315487.unknown

_1179314328.unknown

_1179314389.unknown

_1179314163.unknown

_1179313528.unknown

_1179314077.unknown

_1179312765.unknown

