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[57] ABSTRACT 
An speech analysis and synthesis system where pitch 
information for excitation is transmitted during voiced 
segments of speech and modi?ed residual information 
for excitation is transmitted during unvoiced speech 
segments along with linear predictive coded (LPC) 
parameters. The speech analysis portion of the system 
uses a pitch detection circuit to determine when the 
speech is voiced or unvoiced and to calculate the pitch 
information during voiced segments. A multi-pulse ex 
citation forming circuit generates the modi?ed residual 
signal which is obtained from the cross correlation of 
the residual signal and the LPG-recreated original sig 
nal. The pitch detection circuit controls a multiplexer 
which selects either the output of the multi-pulse excita 
tion forming circuit or the output of the pitch detection 
circuit for transmission as the excitation information 
with LPC parameters to the synthesizer portion of the 
system. 

10 Claims, 3 Drawing Sheets 
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DIGITAL SPEECH CODER WITH DIFFERENT 
EXCITATION TYPES 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

Concurrently ?led herewith and assigned to the same 
assignee as this application are: J. Picone, et al., “A 
Parallel Processing Pitch Detector”, Ser. No. 770,633; 
and D. Prezas, et al.,"‘Voice Synthesis Utilizing Multi 
Level Filter Excitation”, Ser. No. 770,631. 

TECHNICAL FIELD 

Our invention relates to speech processing and more 
particularly to digital speech coding arrangements di 
rected to the excitation of a speech synthesizer. 

BACKGROUND OF THE INVENTION 

Digital speech communication systems including 
voice storage and voice response facilities utilize signal 
compression to reduce the bit rate needed for storage 
and/or transmission. One well-known digital speech 
coding system, such as disclosed in US. Pat. No. 
3,624,302, issued Nov. 30, 1971, includes linear predic 
tion analysis of an input speech signal. The speech sig 
nal is partioned into successive intervals and a set of 
parameters representative of an interval of speech is 
generated. The parameter set includes linear prediction 
coef?cient signals representative of the spectral enve 
lope of the speech in the interval, and the pitch and 
voicing signal corresponding to the speech excitation. 
These parameter signals may be encoded at a much 
lower bit rate than the speech signal wave form itself. A 
replica of the input speech signal is formed from the 
parameter signal codes by synthesis. The synthesizer 
arrangement generally comprises a model of the vocal 
tract in which the excitation pulses are modi?ed by the 
spectral envelope representative prediction coef?cients 
in an all pole predictive ?lter. Whereas this type of pitch 
excited linear predictive coding is very efficient, the 
produced speech replica exhibits a synthetic quality that 
is often dif?cult to understand. 
Another known digital speech coding system is dis 

closed in US. Pat. No. 4,472,832, issued Sept. 18, 1984. 
In this analysis and synthesis system, LPC parameters 
and a modi?ed residual signal for excitation are trans 
mitted. The excitation signal is a sequence of pulses 
selected from the peaks of the cross-correlation of the 
LPC ?lter impulse response and the original signal. This 
type of excitation is often referred to in the art as multi 
pulse excitation. Whereas this system produces a good 
speech replica, it is limited to minimum bit rates of 
approximately 9.6 kilobits per second (Kbs). In addi 
tion, during the voiced regions, the speech replica tends 
to have a detectable roughness. Also, the method re 
quires a large number of complex calculations. 

In view of the foregoing, there exists a need for an 
analysis and synthesis system that is capable of produc 
ing an accurate speech replica during the voiced period 
of a speech wave and also during the unvoiced regions 
of the speech wave. In addition, it is desirable to have a 
lower bit rate. 

SUMMARY OF THE INVENTION 

The aforementioned problems are solved and a tech 
nical advance is achieved in accordance with the princi 
ples of this invention incorporated in an illustrative 
method and an analysis and synthesis system that allows 
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2 
the utilization of pitch excitation during the voice por 
tions of speech and the utilization of other than noise 
excitation during the unvoiced portions of the speech. 
The illustrative method for encoding speech com 

prises the steps of partitioning the speech into succes 
sive time frames, generating for each frame a set of 
speech‘ parameters signals that de?ne the vocal tract, 
generating a voiced signal for each of said speech 
frames comprising voiced speech, generating an un 
voiced signal for each of said speech frames comprising 
unvoiced speech, producing a coded excitation signal 
comprising pitch type excitation information for each of 
the speech frames indicated to be voiced by the voiced 
signal and other than noise excitation information for 
each of the speech frames designated as unvoiced by the 
unvoiced signal, and combining the resulting coded 
excitation signal and the speech parameter signals for 
each of the frames to form a coded combined signal . 
representative of the speech. 

Advantageously, the other than noise type excitation 
information is a sequence of pulses selected from peaks 
of the cross-correlation of the impulse response of the 
set of parameter signals and the original speech for each 
of the frames. Also, the step of generating the parameter 
signal set consists of generating linear predictive coef? 
cients that model the vocal tract. ' 

Also the partitioning step consists of forming speech 
samples of the speech pattern for each of the frames and 
generating residual samples for the speechpattern for 
each frame. The step of producing the pitch type excita 
tion information comprises the steps of estimating a ?rst 
and second pitch value for positive and negative ones of 
the speech samples of each frame, respectively, estimat 
ing a third and fourth pitch value in response to positive 
and negative residual samples, respectively, and deter 
mining a ?nal pitch value of a last previous speech 
frame in response to the estimated pitch values for they 
last previous speech frame and pitch values for a plural 
ity of previous speech frames and the present speech 
frame. 

In addition, the step of determining the pitch value 
comprises the steps of calculating a pitch value from the 
estimated pitch values and constraining the ?nal pitch 
value so that the calculated pitch value is in agreement 
with the calculated pitch values from previous frames. 

Advantageously, the method comprises the following 
steps for producing a replica of the original speech: 
detecting whether the excitation is pulse or pitch type 
excitation, modeling said vocal tract in response to the 
LPC parameters, and generating excitation to drive the 
model utilizing pitch type excitation upon the latter 
being detected or generating pulse type excitation in 
response to the latter being detected. 
The illustrative analysis and synthesis system com 

prises a unit for quantizing, digitizing, and storing the 
speech as a plurality of speech frames each having a 
predetermined number of samples. Another unit is re 
sponsive to the samples of each frame to calculate a set 
of speech parameters that model the vocal tract. A 
detection unit generates a signal indicating whether 
each frame is voiced or unvoiced, and an excitation unit 
is responsive to the signal from the detection unit to 
produce excitation information having pitch type exci 
tation information if the frame is designated as voiced or 
other than noise type excitation information if the frame 
is designated as unvoiced. Finally, a channel encoder 
unit is used to combine the excitation information and 
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the set of speech parameters for transmission to a syn 
thesizer subsystem. 
The excitation unit generates the other than noise 

type excitation information by performing a cross-cor 
relation operation of the impulse response of the set of 
parameter signals which, advantageously, may be linear 
predictive parameters, and the speech for each frame to 
produce pulse signals representing the cross-correla 
tion. In addition, the excitation unit selects a sequence 
of pulses from the cross-correlated pulses to be the 
other than noise type excitation. 
The synthesis unit is responsive to the excitation in 

formation and the set of speech parameters to produce 
a replica of the original speech by forming a synthesizer 
?lter and driving this ?lter with pitch excitation infor 
mation if the received information is voiced, or other 
than noise type excitation information if the received 
information is unvoiced. 

BRIEF DESCRIPTION OF THE DRAWING 

FIG. 1 illustrates, in block diagram form, an analyzer 
in accordance with this invention; 
FIG. 2 illustrates, in block diagram form, a synthe 

sizer in accordance with this invention; 
FIG. 3 illustrates, in block diagram form, pitch detec 

tor 148 of FIG. 1; 
FIG. 4 illustrates, in graphic form, the candidate 

pulses of a speech frame; and ' 
FIG. 5 illustrates, in block diagram form, pitch voter 

151. 

DETAILED DESCRIPTION 

FIG. 1 illustrates, in block diagram form, a speech 
analyzer in which a speech pattern such as a spoken 
message is received by microphone transducer 101. The 
corresponding analog speech signal is band limited and 
converted into a sequence of pulse samples in ?lter and 
sampler circuit 113 of prediction analyzer 110. The 
?ltering may be arranged to remove frequency compo 
nents of the speech signal above 4.0 kilohertz (Khz) and 
the sampling may be at 8.0 Khz rate as is well known in 
the art. The timing of the samples is controlled by sam 
ple clock SC from clock generator 103. Each sample 
from circuit 113 is transformed into an amplitude repre 
sentative digital code in analog-to-digital converter 
1165. ' 

The sequence of speech samples is supplied to predic 
tive parameter computer 119 which is operative, as is 
well known in the art, to partition the speech signals 
into 10 to 20 milliseconds intervals and to generate a set 
of linear prediction coefficient signals ak, k= 1, 2, . . . , 
p representative of the predicted short-time spectrum of 
the N>p speech samples of each interval. The speech 
samples from A/D converter 115 are delayed in delay 
117 to allow time for the formation of the signals ak. 
The delayed samples are supplied to the input of predic 
tion residual generator 118. The prediction residual 
generator, as is well known in the art, is responsive to 
the delayed speech samples and the prediction parame 
ters ak to form a signal corresponding to the LPC pre 
diction error. The formation of the predictive para 
menters and the prediction residual signal in predictive 
analyzer 110 may be performed according to the ar 
rangement disclosed in U.S. Pat. No. 3,740,476, issued 
to B. S. Atal, June 19, 1973, and assigned to the same 
assignee as this application or in any other arrangements 
well known in the art. 
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The prediction residual signals dk and the predictive 

parameter signals ak for each successive frame are ap 
plied from circuit 110 to excitation signal forming cir 
cuit 120 at the beginning of the succeeding frame. Cir 
cuit 120 is operative to produce a multi-element frame 
excitation code EC, also referred to as a multi-pulse 
code or modi?ed residual code, having a predetermined 
number of bit positions for each frame. Each excitation 
code corresponds to a sequence of léiéI pulses repre 
sentative of the excitation function of the frame. The 
amplitude M,- and location D,- of each pulse within the 
frame is determined in the excitation signal forming 
circuit so as to permit construction of a replica of the 
frame speech signal from the excitation signal and the 
predictive parameter signals of the frame. The D,- and 
M; signals are encoded in coder 131 and transferred via 
path 159 to selector 161. The formation of the excitation 
code EC, D,- and M,- signals by circuit 120 may be per 
formed according to the arrangement disclosed in U.S. 
Pat. No. 4,472,832, issued to B. S. Atal, et al., Sept. 18, 
1984, and assigned to the same assignee as this applica 
tion or in any other arrangements well known in the art. 
The delays 133 and 128 time align the outputs of 110, 
120, and 130 such that each presents coincidental data to 
the multiplexer 152 which is derived from the same 
speech segment. 

In response to the digital speech samples and the 
residual samples, pitch detection circuit 130 is respon 
sive to those signals to determine whether or not a 
speech frame is voiced or unvoiced. If the determina 
tion is made that the speech frame is unvoiced, pitch 
detection circuit transmits via path 156 an unvoiced 
signal to data selector 161. This causes data selector 161 
to select the amplitude and location information, Diand 
Mi from coder 131 for communication to multiplexer. 
The latter multiplexer is responsive to the information 
from delay 128 and the parameter information from 
delay 133 received via path 160 to encode this informa 
tion for transmission via network 153 to the synthesizer 
of FIG. 2. If the determination is made by detection 
circuit 130 that the frame is voiced, then the signal 
transmitted via 156 causes selector 161 to select the 
pitch information for that frame transmitted via path 
154 from detection circuit 130 to be communicated to 
multiplexer 152. Multiplexer 152 is responsive to the 
pitch information and the parameter information to 
encode this information for transmission to the synthe 
sizer of FIG. 2 via network 153. 
The synthesizer is illustrated in FIG. 2. Demulti 

plexer 201 is responsive to information received from 
network 153 via path 155 to determine whether the 
excitation should be multi-pulse or pitch. If the excita 
tion should be pitch, then the pitch information is trans 
ferred to pitch generator 203 via path 209. In addition, 
the multiplexer causes selector 204 to select the output 
of pitch generator 203 so that this output can be an input 
to synthesis filter 205. Also, demultiplexer 201 inputs to 
synthesis ?lter 205 the linear predictive coding parame 
ters to properly set the filter. Synthesis filter 205 is 
responsive to the excitation received from selector 204 
and the LPC coef?cients to reproduce a replica of the 
original speech in digital form. Digital-to-analog con 
verter 206 is responsive to these digital samples to pro 
duce a corresponding analog signal on conductor 207. 

If demultiplexer 201 receives information from net 
work 153, indicating that the excitation is pulse excita 
tion, then it transfers the amplitude and location infor 
mation to decoder 202 via path 208 and causes selector 
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204 via path 211 to select the output of decoder 202 for 
communication to synthesize ?lter 205. In addition, 
demultiplexer 201 transmits the LPC coef?cients to 
synthesize ?lter 205, and synthesizer ?lter 205 and digi~ 
tal-to-analog converter 206 function as previously de 
scribed. 
Now, consider pitch detection circuit 130 of FIG. 1 

in greater detail. The clippers 143 through 146 trans 
form the incoming x and d digitized signals on paths 115 
and 116, respectively, into positive-going and negative 
going waveforms. The purpose for forming these sig 
nals is that whereas the composite waveform might not 
clearly indicate periodicity the clipped signal might. 
Hence, the periodicity is easier to detect. Clippers 143 
and 145 transform the x and d signals, respectively, into 
positive-going signals and clippers 144 and 146 trans 
form the x and d signals, respectively, into negative 
going signals. 

Pitch detectors 147 through 150 are each responsive 
to their own individual input signals to make a determi 
nation of the periodicity of the incoming signal. The 
output of the pitch detectors is two frames after receipt 
of those signals. Note, that each frame consists of, illus 
tratively, 160 sample points. Pitch voter 151 is respon 
sive to the output of the four pitch detectors to make a 
determination of the ?nal pitch. The output of pitch 
voter 151 is transmitted via path 154. 
FIG. 3 illustrates in block diagram form, pitch detec 

tor 148. The other pitch detectors are similar in design. 
The maxima locator 301 is responsive to the digitized 
signals of each frame for ?nding the pulses on which the 
periodicity check is performed. The output of maxima 
locator 301 is two sets of numbers: those representing 
the maximum amplitudes, M,, which are the candidate 
samples, and those representing the location within the 
frame of these amplitudes, Di. Distance detector 302 is 
responsive to these two sets of numbers to determine a 
subset of candidate pulses that are periodic. This subset 
represents distance detector 302’s determination of 
what the periodicity is for this frame. The output of 
distance detector 302 is transferred to pitch tracker 303. 
The purpose of pitch tracker 303 is to constrain the 
pitch detector’s determination of the pitch between 
successive frames of digitized signals. In order to per 
form this function, pitch tracker 303 uses the pitch as 
determined for the two previous frames. 

Consider now in greater detail, the operations per 
formed by maxima locator 301. Maxima locator 301 ?rst 
identi?es within the samples from the frame, the global 
maxima amplitude, M0, and its location, Do, in the 
frame. The other points selected for the periodicity 
check must satisfy all of the following conditions. First, 
the pulses must be a local maxima, which means that the 
next pulse picked must be the maximum amplitude in 
the frame excluding all pulses that have already been 
picked or eliminated. This condition is applied since it is 
assumed that pitch pulses usually have higher ampli 
tudes than other samples in a frame. Second, the ampli 
tude of the pulse selected must be greater than or equal 
to a certain percentage of the global maximum, 
Mi> gMo, where g is a threshold amplitude percentage 
that, advantageously, may be 25%. Third, the pulse 
must be advantageously separated by at least 18 samples 
from all the pulses that have already been located. This 
condition is based on the assumption that the highest 
pitch encountered in human speech is approximately 
444 Hz which at a sample rate of 8 kHz results in 18 
samples. 
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Distance detector 302 operates in a recursive-type 

procedure that begins by considering the distance from 
the frame global maximum, M0, to the closest adjacent 
candidate pulse. This distance is called a candidate dis 
tance, dc, and is given by 

do: iD0—Dii 

where D,-is the in-frame location of the closest adjacent 
candidate pulse. If such a subset of pulses in the frame 
are not separated by this distance, plus or minus a 
breathing space, B, then this candidate distance is dis 
carded, and the process begins again with the next clos 
est adjacent candidate pulse using a new candidate dis 
tance. Advantageously, B may have a value of 4 to 7. 
This new candidate distance is the distance to the next 
adjacent pulse to the global maximum pulse. 
Once pitch detector 302 has determined a subset of 

candidate pulses separated by a distance, dcztB, an 
interpolation amplitude test is applied. The interpola 
tion amplitude test performs linear interpolation be 
tween Mo and each of the next adjacent candidate 
pulses, and requires that the amplitude of the candidate 
pulse immediately adjacent to M0 is at least q percent of 
these interpolated values. Advantageously, the interpo 
lation amplitude threshold, q percent, is 75%. Consider 
the example illustrated by the candidate pulses shown in 
FIG. 4. For dc to be a valid candidate distance, the 
following must be true: 

dc= IDQ - D1] >18. 

As noted previously, 

M,-> gMQ, for i= 1,2,3,4,s. 

Pitch tracker 303 is responsive to the output of dis 
tance detector 302 to evaluate the pitch distance esti 
mate which relates to the frequency of the pitch since 
the pitch distance represents the period of the pitch. 
Pitch tracker 303’s function is to contrain the pitch 
distance estimates to be consistent from frame to frame 
by modifying, if necessary, any initial pitch distance 
estimates received from the pitch detector by perform 
ing four tests: voice segment start-up test, maximum 
breathing and pitch doubling test, limiting test, and 
abrupt change test. The ?rst of these tests, the voice 
segment start-up test is performed to assure the pitch 
distance consistency at the start of a voiced region. 
Since this test is only concerned with the start of the 
voiced region, it assumes that the present‘ frame has 
non-zero pitch period. The assumption is that the pre 
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ceding frame and the present frame are the ?rst and 
second voice frames in a voiced region. If the pitch 
distance estimate is designated by T(i) where i desig 
nates the present pitch distance estimate from distance 
detector 302, the pitch detector 303 outputs T*(i-2) 
since there is a delay of two frames through each detec~ 
tor. The test is only performed if T(i -3) and T(i-2) are 
zero or if T(i-3) and T(i-—4) are zero while T(i-—2) is 
non-zero, implying that frames i—-2 and i-l are the 
?rst and second voiced frames, respectively, in a voiced 
region. The voice segment’ start-up test performs two 
consistency tests: one for the ?rst voiced frame, "P(i—2), 
and the other for the second voiced frame, T(i—~l). 
These two tests are performed during successive 
frames. The purpose of the voice segment test is to 
reduce the probability of de?ning the start-up of a 
voiced region when such a region is not actually begun. 
This is important since the only other consistency tests 
for the voice regions are performed in the maximum 
breathing and pitch doubling tests and there only one 
consistency condition is required. The ?rst consistency 
test is performed to assure that the distance of the right 
most candidate sample in frame T(i-Z) and the left 
most candidate sample in frame T(i--l) and the pitch 
distance T(i-Z) are close to within a pitch threshold 
B+2. 

If the ?rst consistency test is met, then the second 
consistency test is performed during the next frame to 
ensure exactly the same result that the ?rst consistency 
test ensured but now the frame sequence has been 
shifted by one to the right in the sequence of frames. If 
the second consistency test is not met, then T(i—- l) is set 
to zero, implying that frame i-l cannot be the second 
voiced frame (if T(i-2) was not set to zero). However, 
if both of the consistency tests are passed, then frames 
i-2 and i--l de?ne a start-up of a voiced region. If 
T(i- l) is set to zero, while T(i-2) was determined to 
be non-zero and T(i-3) is zero, which indicates that 
frame i—-2 is voiced between two unvoiced frames, the 
abrupt change test takes care of this situation and this 
particular test is described later. 
The maximum breathing and pitch doubling test as 

sures pitch consistency over two adjacent voiced 
frames in a voiced region. Hence, this test is performed 
only if T(i—-3), T(i-Z), and T(i- l) are non-zero. The 
maximum breathing and pitch doubling tests also 
checks and corrects any pitch doubling errors made by 
the distance detector 302. The pitch doubling portion of 
the check checks if T(i- 2) and T(i- l) are consistent or 
if T(i-2) is consistent with twice T(i- l), implying a 
pitch doubling error. This test ?rst checks to see if the 
maximum breathing portion of the test is met, that is 
done by 

where A may advantageously have the value 10. If the 
above equation is met, then T(i- 1) is a good estimate of 
the pitch distance and need not be modi?ed. However, 
if the maximum breathing portion of the test fails, then 
the test must be performed to determine if the pitch 
doubling portion of the test is met. The ?rst part of the 
test checks to see if T(i-—2) and twice T(i- l) are close 
to within a pitch threshold as de?ned by the following, 
given that T(i-3) is non-zero, 
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If the above condition is met, then T(i— l) is set equal to 
T(i—2). If the above condition is not met, the T(i- 1) is 
set equal to zero. The second part of this portion of the 
test is performed if T(i-3) is equal to zero. If the fol 
lowing are met 

If the above conditions are not met, T(i- l) is set equal 
to zero. 

The limiting test which is performed on T(i-l) as 
sures that the pitch that has been calculated is within the 
range of human speech which is 50 Hz to 4-00 Hz. If the 
calculated pitch does not fall within this range, then 
T(i—l) is set equal to zero indicating that frame i-l 
cannot be voiced with the calculated pitch. 
The abrupt change test is performed after the three 

previous tests have been performed and is intended to 
determine that the other tests may have allowed a frame 
to be designated as voiced in the middle of an unvoiced 
region or unvoiced in the middle of a voiced region. 
Since humans usually cannot produce such sequences of 
speech frames, the abrupt change test assures that any 
voiced or unvoiced segments are at least two frames 
long by eliminating any sequence that is voiced 
unvoiced-voiced or unvoiced-voiced-unvoiced. The 
abrupt change test consists of two separate procedures 
each designed to detect the two previously mentioned 
sequences. Once pitch tracker 303 has performed the 
previously described four tests, it outputs T*(i—2) to 
the pitch voter 151 of FIG. 1. Pitch tracker 303 retains 
the other pitch distances for calculation on the next 
received pitch distance from distance detector 302. 
FIG. 5 illustrates in greater detail pitch voter 151 of 

FIG. 1. Pitch value estimator 501 is responsive to the 
outputs of pitch detectors 147 through 150 to make an 
initial estimate of what the pitch is for two frames ear 
lier, P(i—2), and pitch value tracker 502 is responsive to 
the output of pitch value estimator 501 to constrain the 
?nal pitch value for the third, previous frame, P(i- 3), to 
be consistent from frame to frame. 

Consider now, in greater detail, the functions per 
formed by pitch value estimator 501. In general, if all of 
the four pitch distance estimates values received by 
pitch value estimator 501 are non-zero, indicating a 
voiced frame, then the lowest and highest estimates are 
discarded, and P(i—2) is set equal to the arithmetic 
average of the two remaining estimates. Similarly, if 
three of the pitch distance estimate values are non-zero, 
the highest and lowest estimates are discarded, and 
pitch value estimator 501 sets P(i—2) equal to the re 
maining non-zero estimate. If only two of the estimates 
are non-zero, pitch value estimator 501 sets P(i—2) 
equal to the arithmetic average of the two pitch dis 
tance estimated values only if the two values are close 
to within the pitch threshold A. If the two values are 
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not close to within the pitch threshold A, then pitch 
value estimator 501 sets P(i=2) equal to zero. This 
determination indicates that frame i-2 is unvoiced, 
although some individual detectors determined, incor 
rectly, some periodicity. If only one of the four pitch 
distance estimate values is non-zero, pitch value estima 
tor 501 sets P(i—2) equal to the non-zero value. In this 
case, it is left to pitch value tracker 502 to check the 
validity of this pitch distance estimate value so as to 
make it consistent with the previous pitch estimate. If 
all of the pitch distance estimate values are equal to 
zero, then, pitch value estimator 501 sets P(i—2) equal 
to zero. 

Pitch value tracker 502 is now considered in greater 
detail. Pitch value tracker 502 is responsive to the out 
put of pitch value estimator 501 to produce a pitch 
value estimate for the third previous frame, P"'(i-—3), 
and makes this estimate based on P(i—2) and P(i—4). 
The pitch value P*(i— 3) is chosen so as to be consistent 
from frame to frame. 
The ?rst thing checked is a sequence of frames hav 

ing the form: voiced-unvoiced-voiced, unvoiced 
voiced-unvoiced, or voiced-voiced-unvoiced. If the 
?rst sequence occurs as is indicated by P(i—4) and 
P(i—2) being non-zero and P(i—3) is zero, then the ?nal 
pitch value, P*(i—— 3), is set equal to the arithmetic aver 
age of P(i—4) and P(i—2) by pitch value tracker 502. If 
the second sequence occurs, then the ?nal pitch value, 
P*(i-3), is set equal to zero. With respect to the third 
sequence, the latter pitch tracker is responsive to 
P(i—4) and P(i—3) being non-zero and P(i—2) being 
zero to set P*(i- 3) to the arithmetic average of P(i—-3) 
and P(i—4), as long as P(i—3) and P(i—4) are close to 
within the pitch threshold A. Pitch tracker 502 is re 
sponsive to 

to perform the following operation 

P*(i - 3) = 

if pitch value tracker 502 determines that P(i--3) and 
P(i—4) do not meet the above condition (that is, they 
are not close to within the pitch threshold A), then, 
pitch value tracker 502 sets P*(i—3) equal to the value 
of P(i—' 4). 

In addition to the previously described operations, 
pitch value tracker 502 also performs operations de 
signed to smooth the pitch value estimates for certain 
types of voiced-voiced-voiced frame sequences. Three 
types of frame sequences occur where these smoothing 
operations are performed. The ?rst sequence is when 
the following is true 

When the above conditions are true, pitch value tracker 
502 performs a smoothing operation by setting 
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The second set of conditioillgoccurs when 

lP(i—4)—P(i~Z)I >A, 

and 

When this second set of conditions is true, pitch value 
tracker 502 sets 

The third and ?nal set of conditions is de?ned as 

|P(i-4)—P(i—2)| >A. 

and 

I |P(i-4)-P(i—3_)| >A. 

For this ?nal set of conditions occur, pitch value tracker 
502 sets 

Further details concerning the operations of pitch 
detection circuit 130 are given in the copending U.S. 
patent application of J. Picone, et al., “A Parallel Pro 
cessing Pitch Detector” Ser. No. 770,633, ?led the same 
day as this application and assigned to the same assignee 
as this application. The copending US. patent applica 
tion of J. Picone, et al., Ser. No. 770,631, is hereby 
incorporated by reference into this application. 

It is to be understood that the above-described em 
bodiment is merely illustrative of the principles of the 
invention and that other arrangements may be devised 
by those skilled in the art without departing from the 
spirit and scope of the invention. 
What is claimed is: 
1. A method for processing speech comprising the 

steps of: 
partitioning the speech into successive time frames; 
generating for each frame a set of speech parameter 

signals de?ning a vocal tract‘, 
generating a voiced signal for each of said speech 

frames comprising voiced speech; 
generating an unvoiced signal for each of said speech 

frames comprising unvoiced speech; 
producing a coded excitation signal comprising pitch 

type excitation information for each of said speech 
frames designated as voiced by said voiced signal 
and other than pitch type excitation information 
for each of said speech frames designated as un 
voiced by said unvoiced signal; 

said step of producing said other than pitch type 
excitation information comprises the step of gener 
ating~a sequence of pulses selected from pulses of a 
cross-correlation of an impulse response of said set 
of parameter signals and said speech for each 
frame; combining signals for each of said frames to 
form a coded combined signal representative of the 
speech for each of said frames. 

2. The method of claim 1 wherein said step of gener 
ating said speech parameter signal set comprises the step 
of calculating a set of linear predictive parameters for 
each frame responsive to said speech of each frame. 
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3. The method of claim 1 wherein said partitioning 
step comprises the step of forming speech samples of 
said speech for each of said frames and said speech 
samples having positive and negative values and gener 
ating residual samples of said speech pattern for each of 
said frames and said residual samples having positive 
and negative values and said step of producing said 
pitch type excitation information comprises the steps of: 

estimating a ?rst pitch value for each of said frames in 
response to positive valued ones of said speech 
samples of each frame; 

estimating a second pitch value for each of said 
frames in response to negative valued ones of said 
speech samples of each frame; 

estimating a third pitch value for each of said frames 
in response to positive valued ones of said residual 
samples; 

estimating a fourth pitch value for each of said frames 
in response to negative valued ones of said residual 
samples for each frame; and 

determining a ?nal pitch value of a last previous 
speech frame in response to said estimated ?rst, 
second, third, and fourth pitch values for said pre 
vious.speech frame and pitch values for a plurality ' 
of previous speech frames and a present speech 
frame. 

4. The method of claim 3 wherein said determining 
step comprises the steps of: 

calculating a pitch value from said ones of said esti— 
mated ?rst, second, third, and fourth pitch values; 
and 

constraining said ?nal pitch value so that the calcu 
lated pitch value is in agreement with calculated 
pitch values from previous frames. 

5. The method for processing speech of claim 1 fur 
ther comprises the steps of: 

generating a received voiced signal upon receipt of 
the combined coded signal having pitch type exci 
tation information; 

generating a received unvoiced signal upon receipt of 
said combined coded signal having said other than 
pitch noise type excitation information; 

modeling said vocal tract in response to said set of 
speech parameter signals for each frame; 

synthesizing each frame of speech utilizing said pitch 
excitation information upon said received voiced 
signal being generated; and 

synthesizing each frame of speech utilizing said other 
than pitch type excitation information upon gener 
ation of said received unvoiced signal. 

6. A speech processing system for human speech 
comprising: 
means for storing a plurality of speech frames each 

having a predetermined number of evenly spaced 
samples of instantaneous amplitude of said speech; 

means for calculating a set of speech parameter sig 
nals defining a vocal tract for each speech frame; 

means for generating a voiced signal for each of said 
speech frames comprising voiced speech; 
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12 
means for generating an unvoiced signal for each of 

said speech frames comprising unvoiced speech; 
means for producing a coded excitation signal com 

prising pitch type excitation information for each 
of said speech frames designated as voiced by said 
voiced signal and other than pitch type excitation 
information for each of said speech frames desig 
nated as unvoiced by said unvoiced signal; 

said means for producing said other than pitch type 
excitation information comprises means for per 
forming a cross-correlation operation of an impulse 
response of said set of parameter signals and said 
speech for each of said frames to produce cross 
correlated pulse signals and means for selecting a 
sequence of pulses from said cross-correlated 
pulses as said other than pitch type excitation infor 
mation; and 

means for combining said produced coded excitation 
signal and said set of said speech parameter signals 
for each of said frames to form a coded combined 
signal representative of the speech for each of said 
frames. 

7. The system of claim 6 wherein said means for gen 
erating said set of speech parameter signals comprises 
means for calculating a set of linear predictive coded 
parameters for each of said frames. 

8. The system of claim 6 wherein said means for pro 
ducing said pitch type excitation information comprises: 

each of a plurality of identical means responsive to an 
individual predetermined portion of said samples of 
each of said frames for individually estimating a 
pitch value for each of said frames; and 

means responsive to the individually estimated pitch 
values from each of said estimating means for de 
termining a ?nal pitch value for each of said 
frames. 

9. The system of claim 8 wherein said determining 
means comprises: 
means for constraining said ?nal pitch value so that 

the calculated pitch value for each of said frames is 
in agreement with the calculated pitch values from 
previous ones of said frames. 

10. The system of claim 6 further comprises means for 
receiving said coded combined signal; 
means for generating a received voiced signal upon 

the received codéd combined signal having pitch 
type excitation information; 

means for generating a received unvoiced signal upon 
said received coded combined signal having said 
other than pitch type excitation information; 

means for synthesizing each frame of speech utilizing 
said set of speech parameter signals and said pitch 
excitation information upon said received voiced 
signal being generated; and 

said synthesizing means further responsive to said set 
of speech parameter signals and said received un 
voiced signal for utilizing said other than pitch type 
excitation information to synthesize each frame of 


