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Administrative

- Project proposal grades released.
Check feedback on GradeScope!

- Project milestone due May 7" Saturday 11:59pm PT
Check Ed and course website for requirements
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Last Time: Recurrent Neural Networks

one to one one to many many to one many to many many to many
f Pt f Pt Pt
f f Pt bt Pt
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Last Time: Variable length computation L

graph with shared weights = .\
Y, " L, Y, L, Y; | Ly Y. " Lt
T ! ! T
h0—>fW—>h1—>fW—>h2—>fW—>h3—>...—>hT
W/ X1 X2 X3
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Sequence to Sequence with RNNs

Input: Sequence x,, ... X;
Output: Sequence Yis oo Yoo

Encoder: h = f,(x, h, )

we are eating bread

Sutskever et al, “Sequence to sequence learning with neural networks”, NeurlPS 2014
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Sequence to Sequence with RNNs

Input: Sequence x,, ... X;
Output: Sequence Yis oo Yoo

From final hidden state predict:

Encoder: ht = fW(Xt’ ht 1) Initial decoder state s
~" Context vector c (often c=h.)

h, = h, =P h, —P h, P s,
X, X, X, X, —P
we are eating bread

Sutskever et al, “Sequence to sequence learning with neural networks”, NeurlPS 2014
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Sequence to Sequence with RNNs

Input: Sequence X, ... X; Decoder: s, = g, (Y, > S, C)

Output: Sequencey,, ..., Y,

estamos

From final hidden state predict:

Encoder: ht = fW(Xt’ ht 1) Initial decoder state s
" Context vector c (often c=h.) T

Y4

h, = h, =9 h, —P» h, P s, P s
X X % Xy B Yo
we are eating bread [START]

Sutskever et al, “Sequence to sequence learning with neural networks”, NeurlPS 2014
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Sequence to Sequence with RNNs

Input: Sequence X, ... X; Decoder: s, = g, (Y, > S, C)

Output: Sequencey,, ..., Y,

estamos comiendo

From final hidden state predict:
ngmw y1 y2
Encoder: ht — fW(Xt’ ht 1) Initial decoder state S,
~'" Context vector c (often c=h.) T T
h, = h, =9 h, —P» h, P s, P s, —P s,
X X X3 %4 — Yo Y4
we are eating bread [START] estamos

Sutskever et al, “Sequence to sequence learning with neural networks”, NeurlPS 2014

Fei-Fei Li, Jiajun Wu, Ruohan Gao Lecture 11 - 8 May 03, 2022



Sequence to Sequence with RNNs

Input: Sequence X, ... X; Decoder: s, = g, (Y, > S, C)

Output: Sequencey,, ..., Y,

estamos comiendo pan [STOP]

From final hidden state predict:
ngm y1 y2 y3 y4
Encoder: ht — fW(Xt’ ht 1) Initial decoder state S,
~'" Context vector c (often c=h.) T T T
h, = h, P h, —P h, P s, » s, —P s, —P s, —P s,
X, X, X, X, L Yo Y, Y, Ys
we are eating bread [START] estamos comiendo pan

Sutskever et al, “Sequence to sequence learning with neural networks”, NeurlPS 2014
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Sequence to Sequence with RNNs

Input: Sequence X, ... X; Decoder: s, = g, (Y, > S, C)

Output: Sequencey,, ..., Y,

estamos comiendo pan [STOP]

From final hidden state predict:
ngm y1 y2 y3 y4
Encoder: ht — fW(Xt’ ht 1) Initial decoder state s
~'" Context vector c (often c=h.) T T T
h, = h, —P» h, —P h, P s, p s —Pp s, —Pp s, —P s,
X, X, X, X, —P < Yo Y4 Y2 Y3
we are eating bread Problem: Inpl'It sequence [START] estamos comiendo pan

bottlenecked through
fixed-sized vector. What if

Sutskever et al, “Sequence to sequence learning with neural networks”, Nezzl Y PO) ¢ ?
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Sequence to Sequence with RNNs

Input: Sequence X, ... X; Decoder: s, = g, (Y, > S, C)

Output: Sequencey,, ..., Y,

estamos comiendo pan [STOP]

From final hidden state predict:
ngm y1 y2 y3 y4
Encoder: ht - fW(Xt’ ht 1) Initial decoder state s

~'" Context vector c (often c=h.) T T T
h, = h, —» h, —P h, P> s, P s, —Pp s, —P s, —P s,
X, X, X, X, —P < Yo Y4 Y2 Y3

Problem: Input sequence
we are eating bread bottlenecked through [START] estamos comiendo pan
fixed-sized vector. What if Idea: use new context vector

Sutskever et al, “Sequence to sequence learning with neural networksTN_eJIIMOZ? at eaCh Step Of deCOder!
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Sequence to Sequence with RNNs and Attention

Input: Sequence x,, ... X;
Output: Sequence Yis oo Yoo

From final hidden state:

Encoder: ht = fW(Xt’ ht-1) Initial decoder state s

h, = h, =P h, —P h, P s,
X1 X2 X3 X4
we are eating bread

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Sequence to Sequence with RNNs and Attention

Compute (scalar) alignment scores
e = fu(Seys D) (f,, is an MLP)

From final hidden state:
14 Initial decoder state S,

L ST
h, = h

, ™ h, =P h, P s,
X1 X2 X3 X4
we are eating bread

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Sequence to Sequence with RNNs and Attention

Compute (scalar) alignment scores
e = fu(Seys D) (f,, is an MLP)

I_A ‘softmaxA Normalize alignment scores
1 i i 7y From final hidden to get attention weights
€ €12 €3 €14 state: Initial decoder 0< at,i <1 Ziat,i =1
“ M 4‘ M state s
h, —P> h, —P> h, —P> h, > Sy
we are eating bread

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Sequence to Sequence with RNNs and Attention

Compute (scalar) alignment scores
k k e, = fu(Seys ) (f,, is an MLP)

att

a']'] a12 a13 a14
I_A A /A A_l estamos Normalize alignment scores

soffmax to get attention weights
A A A From final hidden state: Vi 0< a; < 1 ZlatI =1
° Cr2 Cra Initial decoder state s T

{4 \ A 4134 \ A Compute context vector as
I linear combination of hidden

§ G v — D
[ tr

X % % X4 —> c, Yo

+ <

we are eating bread
[START]

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Sequence to Sequence with RNNs and Attention

Compute (scalar) alignment scores

K K /v X v X o= ules ) (yis an MLP)
L A I \ estamos Normalize alignment scores
|_A soffmax A_| to get attention weights
A A A From final hidden state: Vi O<a;<1 2a,=1
il ®r2 ®1s °« | Initial decoder state s, '
ﬁ \ A AA \ A T Compute context vector as
_L ' _L ' _L . - Y linear combination of hidden
h, h, h, h, P s, + s, states
T T T Intuition: Context T T = 2@
vector attends to the Use context vector in
y . " .. | relevant partof the input Ly . ||, decoder: s, = g,,(Y,4> Si4> C,)
sequence
we are eating bread ‘estamos” = “‘we are”
so maybe a,,=a,,=0.45, [START]
a,,=a,,=0. 05

Bahdanau et al, “Neural machine translation by jointly learning to align and translate1 ‘}CLR 2015
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Sequence to Sequence with RNNs and Attention

Compute (scalar) alignment scores

k k / k k et,i = fatt(st-1’ hl) (fatt iS an MLP)
\ K I \ estamos Normalize alignment scores
|_A soffmax A_| to get attention weights
A A A From final hidden state: Vi O<a.<1 >a. =1
®1 L ®1s ®« | Initial decoder state s ’ ’
“ \ A AA \ A T Compute context vector as
! ) linear combination of hidden

1 1 Y
h, —L h, —L h, —L h, P s, + s, states

e c.=Ya.h
Intuition: Context t Z' Lt
vector attends to the Use context vector in
y . " .. | relevant partof the input Ly . ||, decoder: s, = g,,(Y,4> Si4> C,)
sequence ) This is all differentiable! No
we are eating  bread ~ ©SIAMOS”="we are supervision on attention
SO maybg gg=a12=0'45’ [START]  \weights — backprop through
a, .=a, =0. .
Bahdanau et al, “Neural machine translation by jointly learning to align and {]rg’nslate:],‘}CLR 2015 eve rythlng
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Seq+encé to/Sequence with RNNs and Attention

Repeat: Use s, to compute

text t
ak \ aP( %\ ak new context vector c,

—‘21 12 ;3 i_ estamos
softmax
Y
e e ' A
+—t S :
h, = h, =9 h, —P» h, P s, s,
T T P lﬁ '
X3 X4 C1 yO 02
we are eating bread

[START]

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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SGQK(AenCé to/Sequence with RNNs and Attention

Repeat: Use s, to compute

R\ k & k new context vector c,
821 322 a 324

A A estamos comiendo

softmax
A A A Yy Y2
e21 e22 e23 e24 '
Pttt —t 1

Use c, to compute s,,, y,
h, = h, =9 h, —P» h, P s, s, PP s,
I I It
X, X, X, X, c, Yo c, Y,
we are eating bread
[START] estamos

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Sequience to/Sequence with RNNs and Attention

Repeat: Use s, to compute

k\ k & k new context vector c,

A A estamos comiendo
|_A softmax A_|
A

—P
—>
—
—
A
+ <
.
—>

Use c, to compute s,,, y,

h, = h, =P h, —P h, P s,

T T T T Intuition: Context lT T T T
vector attends to the \ 4

relevant part of the input

X, X, X, X, c, Yo c, Y,
sequence

we are eating bread comiendo” = eatmg
so maybe a,,=a,,=0.05, [START] estamos

a22=0.1, a23=0.8

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Sequence to Sequence with RNNs and Attention

Use a different context vector in each timestep of decoder

- Input sequence not bottlenecked through single vector

- At each timestep of decoder, context vector “looks at” ©stamos  comiendo pan [STOP]
different parts of the input sequence
Y Y5 Y3 Y,
e e (I
h, = h, =9 h, —P» h, P s, l s, =P s, ——P s, —P> s,
X X % Xy ¢ Yo ¢, Y Cy Y2 C Y3
| A A A A
we are eating bread
[START] estamos comiendo pan

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015

Fei-Fei Li, Jiajun Wu, Ruohan Gao Lecture 11 - 21 May 03, 2022



Sequence to Sequence with RNNs and Attention

Visualize attention weights a,.

Example: English to French L
translation 2f _o285885 28 ¢
F o o s wwWw< 3 Hm E£EICA \Y
.
Input: “The agreement on the accord
] sur
European Economic Area was la
signed in August 1992.” . zone
economique
européenne
Output: “L’accord sur la zone o
7 . ’ ete
économique europeéenne a siong
éteé signé en aodt 1992.” =i
aout
1992

<end>

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Sequence to Sequence with RNNs and Attention

Example: English to French
translation

Diagonal attention means
words correspond in order

Input: “The agreement on
the European Economic Area
was signed in August 1992.

Output: “L’accord sur la
zone économique européenne
a été signé en aout 1992

Diagonal attention means
words correspond in order

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015

économique

Visualize attention weights a.

European
Economic

LI
accord
sur

la

zone

européenne
a
été

signé

Fei-Fei Li, Jiajun Wu, Ruohan Gao
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Sequence to Sequence with RNNs and Attention

Visualize attention weights a.

Example: English to
French translation

European
Economic
Area

Ll

T Diagonal attention means
Inpl'lt' The agreement on words correspond in order acc;rjc:
the European Economic s
Area was signed in Attention figuresout | 2°"®
” diff d ord économique
AUgUSt 1992 ifferent word orders -

Output: “L’accord sur la

zone économique

européenne a été Signé Diagonal attention means
A " words correspond in order

en aout 1992.

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015
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Sequence to Sequence with RNNs and Attention

The decoder doesn't use the fact that h. form an ordered
sequence — it just treats them as an unordered set {h.}

estamos

Can use similar architecture given any set of input hidden

vectors {h.}!

—4

h1 _> h2
X, X,
we are

Bahdanau et al, “Neural machine translation by jointly learning to align and translate”, ICLR 2015

Fei-Fei Li, Jiajun Wu, Ruohan Gao

Y4

—P h,
X3 X4
eating bread

comiendo

Y

pan

— s, —P 5, —P s

[STOP]

It

o1

¢ Yo C, Y4 Cy Yo Cy Y3
[START] estamos comiendo pan

Lecture 11 - 25
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Image Captioning using spatial features

Input: Image |
Output: Sequencey =vy,, Y,,..., Y1

Z0,0| %01 | %02

CNN Z10/ %11 | 412

Zo0| %21 | %22
Extract spatial Features:
features from a HxWxD

pretrained CNN

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning using spatial features

Input: Image |
Output: Sequencey =vy,, Y,,..., Y1

Encoder: h, =f(2)
where z is spatial CNN features
fa(-) is an MLP

Z Z Z
0,0 0,1 0,2 ho
CNN Zi0l %11 %12 MLP
Zy0| 221 | %22
Extract spatial Features:
features from a HxWxD

pretrained CNN

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning using spatial features

Decoder:y, = g, (Y, ., )

Input: Image |
where context vector c is often ¢ = h0

Output: Sequencey =vy,, Y,,..., Y1

Encoder: h, =f(2) person
where z is spatial CNN features
fa(-) is an MLP Y,
Z Z Z
0,0 0,1 0,2 ho h1
CNN | |%0 %11/%2 MLP 3
Z50| %21 | %22 ll T
Extract spatial Features: c y
features from a HxWxD 0
pretrained CNN
Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015 [START]
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Image Captioning using spatial features

Input: Image | Decoder: y, = g,(Y,, ., €)
Output: Sequence y =y, ,...., ¥, where context vector c is often ¢ = h
Encoder: h, =f(2) person wearing
where z is spatial CNN features
fw(.) is an MLP Y, Yy,
V4 V4 V4
0,0 0,1 0,2 — ho > h1 > h2
CNN | %0 %11 %2 MLP

1 }
20| %21 | %22 ll
Extract spatial Features:
Hx W x D © Yo 4
features from a X W X
pretrained CNN
Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015 [START] person
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Image Captioning using spatial features

Input: Image | Decoder: y, = g,/(y,, N4, €)
Output: Sequence y =y, ,...., ¥, where context vector c is often ¢ = h
Encoder: h, =f(2) person wearing hat
where z is spatial CNN features
fw(.) is an MLP Y, Y, Y3
V4 y4 4
o0y o1 02 —>| h, > h, > h —— h,
CNN | %0 %11 %2 MLP
Z,.z,.|z l *A *A *T
2,0 721 2,2 I
Extract spatial Features: c y y y
features from a HxWxD 0 1 2
pretrained CNN
Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015 [START] person Wearing
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Image Captioning using spatial features

Input: Image | Decoder: y, = g,/(y,, N4, €)
Output: Sequence y =y, ,...., ¥, where context vector c is often ¢ = h
Encoder: h, =f(2) person wearing hat [END]
where z is spatial CNN features
fa(-) is an MLP Y, Y, Y3 Y,
V4 y4 4
ST —>| h, > h, > h, —> h, — h,
CNN | |%0 %11/%2 MLP
) 1} 14
Zr0| %21 | %22 [
Extract spatial Features: c y y y y
features from a HxWxD 0 1 2 3
pretrained CNN
Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015 [START] person Wearing hat
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Image Captioning using spatial features

Problem: Input is "bottlenecked"” through c
- Model needs to encode everything it
wants to say within c

This is a problem if we want to generate person  wearing hat [END]
really long descriptions? 100s of words long
Y Ys Y3 Y,
V4 y4 Z
] DL —>| h, > h, > h, —> h, — h,
CNN | |%0 %11/%2 MLP
) 1} 14
Zo0| %21 | %22 [
Extract spatial Features: c y y y y
features from a HxWxD 0 1 2 3
pretrained CNN
Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015 [START] person Wearing hat
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Image Captioning with RNNs and Attention

qif source

Attention idea: New context vector at every time step.

Each context vector will attend to different image regions

Attention Saccades in humans

Z Z Z
0,0 0,1 0,2 ho
CNN Z1,0 Z1,1 Z1,2
Z2,0 22,1 Z2,2
Extract spatial Features:
features from a HxWxD

pretrained CNN

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning with RNNs and Attention

Alignment scores:
Compute alignments Hx W
scores (scalars):
e‘1,0,0 e1,0,1 e1,0,2
€ ij = fatt(ht—l’zi,j)
. e1,1,0 e1,1,1 e1,1,2
f () is an MLP
€120[€121 €122
Z0,0| %01 | %02 o
0
CNN | %0 %11 %2
Zo0| %21 | %22
Extract spatial Features:
features from a HxWxD

pretrained CNN

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning with RNNs and Attention

Alignment scores: | Attention:

Compute alignments Hx W Hx W Normalize to get |
scores (scalars): attention weights:
€100| ©1.01(€102 A100| 3101/8102 _
et,i,j = fatt(ht—l’zi,j) - - ” at,:,: Softmax(et,:,:)
. e e e a a a
fatt(') is an MLP 1100 S0 | F11.2— S 4.0/ 8444 (8442 0< at,_i,j <1,
e ., €, e attention values sum to 1
1,200 7121 | ©1,22 312081213122
z.z.,lz
0,0| 0,1 0,2
— h,
CNN | %0 %11 %2
Zo0| %21 | %22
Extract spatial Features:
features from a HxWxD

pretrained CNN

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning with RNNs and Attention

Compute alignments
scores (scalars):

et,i,j = fatt (h,_l,zl-,j)
f () is an MLP

CNN

Extract spatial
features from a
pretrained CNN

Normalize to get
attention weights:

a,.. = softmax(e, . )

0< a ;< 1,
attention values sum to 1

Alignment scores: Attention:
HxW HxW
€100 ®10.1 | €102 8100 3101|8102
110 €111 | €11 2981198111 (34 4,
€120/€121 | €122 A120 3121842,
Z |z z
0,0| 0,1 | “0,2
4>
Zi0l %11 %12
Zy0| 221 | %22
Features:
HxWxD

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015

Compute context vector:

¢ = _Zat,i,jzt,i,j
ij

Fei-Fei Li, Jiajun Wu, Ruohan Gao
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Image Captioning with RNNs and Attention

Each timestep of decoder uses a :Z\l)ecodert: yttz gvfyt-1’tht-1’ Ct)t' )
different context vector that looks at ew context vector at every ime step

different parts of the input image

€ ij ° fatt(ht—l’zi,j) person
a,.. = softmax(e, . )
Y
Z Z Z
0,0 0,1 0,2 ho h1
Z10/ %11 | 412
20| %21 | %22 TT
Extract spatial Features: o |y
features from a HxWxD 1 || Yo
pretrained CNN *
[START]

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning with RNNs and Attention

Alignment scores:  Attention: Decoder:y, = g,(y,» h,;, C)
Hx W Hx W New context vector at every time step
€100/ 101 | €102 A100 31,01 8102
€ij = Jan ( hz—1aZi,j) C110| ©11.1| G112y 10 Bg 481 15 person
a,.. = softmax(e,..) [C120®121(%122 [E20l@2q(8055
t !
z |z .|z
00| 0,1 | %02
—> h, h,
Z10/ %11 | 412
20| %21 | %22 TT
Extract spatial Features: e |y .
features from a HxWxD 1o 2
retrained CNN
p é &
Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015 [START]
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Image Captioning with RNNs and Attention

Each timestep of decoder uses a :Z\l)ecodert: yttz gvfyt-1’tht-1’ S i )
different context vector that looks at ew context vector at every ime step

different parts of the input image

€ ij = Jan (M152; ) person wearing

a,.. = softmax(e, . )

Y, Yo

Zo0| 201 | %02

Zi0l %11 %12
Zy0| 221 | %22 T T T T

Extract spatial Features: ) .
features from a HxWxD 1 || Yo 2 || Y4
pretrained CNN * *

[START] person

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning with RNNs and Attention

Each timestep of decoder uses a :Z\l)ecodert: yttz gvfyt-1’tht-1’ S i )
different context vector that looks at ew context vector at every ime step

different parts of the input image

€ ij = Jan (M152; ) person wearing hat

a,.. = softmax(e, . )

Y, Yo Y3

Zo0| 201 | %02

IR

Extract spatial Features: ) ) )
features from a HxWxD 1 || Yo 2 || Y 3 || Y2
pretrained CNN * * *

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015 [START] person wearing
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Image Captioning with RNNs and Attention

Each timestep of decoder uses a :Z\l)ecodert: yttz gvfyt-1’tht-1’ Ct)t' )
different context vector that looks at ew context vector at every ime step

different parts of the input image

€ ij = Jan (M152; ) person wearing hat [END]
a,.. = softmax(e, . )
y1 y2 y3 y4
z.lz.lz
00| 01| “0,2 —> h, h, » h, ——» h, —— h,
Z10| 411 | %12
Zo0| %21 | %22 T T T T T T T T
Extract spatial Features:
features from a HxWxD i || Yo Ca || Y4 C3 || Y2 IR
pretrained CNN * * * *
[START] person wearing hat

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
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Image Captioning with RNNs and Attention

Alignment scores:  Attention: This entire process is differentiable.
Hx W HxW - model chooses its own
attention weights. No attention
€100[€101[C102 3100 9101|3402 . . .
o supervision is required
e e e
10,00 S1.0.1 [ S1,1.20 (84 4 o) 8q 49| 8497 person wearing hat [END]
€120 ©1.21| 122 120/ 8121|3122
T y1 y2 y3 y4
Z Z Z
ST —>| h, h, > h, — h, — h,
CNN | %0 %11 %2
Zy0| 221 | %22 TT TT TT TT
' Features:
Extract spatial o I o I8 o B e, |l'y
features from a HxWxD e 2 S| 72 4|73
retrained CNN
: \ P ¢ t f
Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015 [START] person wearing hat
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Image Captioning with Attention

‘ |

(requires
reinforcement bird flying over body

learning)

Soft attention ==

‘NT!D

water

Xu et al, “Show, Attend, and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015
Figure copyright Kelvin Xu, Jimmy Lei Ba, Jamie Kiros, Kyunghyun Cho, Aaron Courville, Ruslan Salakhutdinov, Richard S. Zemel, and Yoshua Benchio, 2015. Reproduced with permission.
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Image Captioning with Attention

A stop sign is on a road with a
mountain in the background.

——

A little girl sitting on a bed with A group of people sitting on a boat A giraffe standing in a forest with
a teddy bear. in the water. trees in the background.

Xu et al, “Show, Attend, and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015

Figure copyright Kelvin Xu, Jimmy Lei Ba, Jamie Kiros, Kyunghyun Cho, Aaron Courville, Ruslan Salakhutdinov, Richard S. Zemel, and Yoshua Benchio, 2015. Reproduced with permission.
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Image Captioning with RNNs and Attention

Alignment scores:  Attention: This entire process is differentiable.
Hx W HxW - model chooses its own
attention weights. No attention
€100[€101[C102 3100 9101|3402 . . .
o supervision is required
e e e
10,00 S1.0.1 [ S1,1.20 (84 4 o) 8q 49| 8497 person wearing hat [END]
€120 ©1.21| 122 120/ 8121|3122
T y1 y2 y3 y4
Z Z Z
ST —>| h, h, > h, — h, — h,
CNN | %0 %11 %2
Zy0| 221 | %22 TT TT TT TT
' Features:
Extract spatial o I o I8 o B e, |l'y
features from a HxWxD e 2 S| 72 4|73
retrained CNN
: \ P ¢ t f
Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015 [START] person wearing hat
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Attention we just saw in image captioning

nlZoal 20,1 Z
8| 00| “01| 02
S|z, |z, |z
-lg 1,0 1.1 1,2
W |Zy0| %21 | %22
Inputs:
h Features: z (shape: H x W x D)

Query: h (shape: D)
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Attention we just saw in image captioning

Operations:

Alignment: e, = f

au( Z;))

7)) ZO 0 ZO 1 ZO 2_> e0,0 eO 1 eO,Z -—
@ ) ) f c
— (0]
2| %10| %11 | Z12—|%10 [ %11 | Br2 E
S =2
LL 22,0 22,1 22,2—> €0 | €21 | G2 |

T Inputs:

Features: z (shape: H x W x D)
Query: h (shape: D)
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Attention we just saw in image captioning

a0,0 a0,1 a0,2
c
a a a 2
10 | S| T2 e Operations:
2 Alignment: e, =f_(h, z. )
80 | 821 | B2 | < ij o att i.j
R Attention: a = softmax(e)
| softmax |
@ %00 o1 | %02~ o0 | %01 | S0z |
udk ()
2|210| Z11 | Z1o— %10 | B | ®12| E
S =2
W |20 Zoq | Zoo—>|%20 | C21 | G2 |
T Inputs:
Features: z (shape: H x W x D)

Query: h (shape: D)
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Attention we just saw in image captioning

C

¥ Outputs:
context vector: ¢ (shape: D
[ mul + add | (shape: D)
> a0,0 a0,1 a0,2
c
a a a 2
90 T T2 e Operations:
2 Al te =f
80 8 |8y I ignment. €, Attt J)
Pt Attention: a = softmax()
Output: ¢ = lealjzIJ
| softmax |
[72] ZO,O 20,1 202_’ e0,0 e0,1 eo,z -—
o 2 S
| -
*(% Zy0| 241 | Z1o—|%10 | ®11 | ®12 | E
()]
o} 2
W |20 Zoq | Zoo—>|%20 | C21 | G2 |
T Inputs:
Features: z (shape: H x W x D)

Query: h (shape: D)
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General attention layer

C

¥ Outputs:
context vector: ¢ (shape: D
[ mul +add | (shape: D)
1
> ao c
i)
T3y *qc'; Operations:
a E Alignment: e, =f_ (h, x)
2 Attention: a = softmax(e)
t Output: ¢ = 3. a.x,
| softmax
&
i)
(&) X. —| e “—
2 = : o
g 1% © S Attention operation is permutation invariant.
f= X, —| e, =< - Doesn't care about ordering of the features
. $ - Stretch Hx W = N into N vectors
Inputs:
h Input vectors: x (shape: N x D)

Query: h (shape: D)
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General attention layer

C

¥ Outputs:
| Ul + add | context vector: ¢ (shape: D)
1
~ a
0
_S Change f_(.) to a simple dot product
& *qc'; Operations: - only works well with key & value
a g Alignment: e, = h - x. transformation trick (will mention in a
2 Attention: a = softmax(e) few slides)
t Output: ¢ = 3. a.x,
| softmax
&
i)
(&) X. —| e “—
2 : ° o
=10 X1 & c
2 i
£ X, —| &, <
ﬂ Inputs:
h Input vectors: x (shape: N x D)

Query: h (shape: D)
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General attention layer

C

¥ Outputs:
| Ul + add | context vector: ¢ (shape: D)
! Change f_,(.) to a scaled simple dot product
- a, - Larger dimensions means more terms in
5 the dot product sum.
T3y *qc'; Operations: - So, the variance of the logits is higher.
a g m?gnment: e=h-x/ \D Large magnitude vectors will produce
2 Attention: a = softmax(e) much higher logits.
t Output: ¢ = 3. a.x, - So, the post-softmax distribution has
| softmax | lower-entropy, assuming logits are |ID.
g - Ultimately, these large magnitude
e x — | e - vectors will cause softmax to peak and
Q 0 ° o) assign very little weight to all others
slHx — e = - Divide by VD to reduce effect of large
8‘ 2D magnitude vectors
= X, — & <
ﬂ Inputs:
h Input vectors: x (shape: N x D)

Query: h (shape: D)
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General attention layer

yTO yT1 3;2 Outputs:
| RS | context vectors: y (shape: D)
I I 1 Multiple query vectors
. - each query creates a new output
. | | = context vector
i)
e || B | Fe *qc'; Operations:
o |la . |Z Algnmente, =q;-x/ \D
S | Attention: a = soffmax(e)
t tt Output: y, = 2. a; X
| softmax (1) | ’
%)
5 ot
8 X0 — ™| €00 €o,1 €02 =
> 2
"5' — X1 | & €11 €12 c
Q 2
E X2 — ez,o ez,1 ez,z Z
Y A I
1 Inputs: Multiple query vectors
q || a, | a, Input vectors: x (shape: N x D)

Queries: q (shape: M x D)
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General attention layer

Yo || Yq || Y2

¥ ¥ Outputs:
| )+ 20d (D | context vectors: y (shape: D)
R S
" e R e | Notice that the input vectors are used for
g | % Operations: both the alignmerjt as well as the
B ) ) E Alignment: e,=q X /D attention calculations. N
o || %1 || faz Attention: a = softm ax(e) - Vr\]/e Ican add more exprgﬁsswﬂy ;cCJ:
| S Output: y, = 3, a,, X, the layer by adding a different
| softmax (1) | : layer before each of the two steps.
2 1t
ke
(&) 1 X0 > €y €01 €02 =
. :
"5' ] X1 > €0 €11 €12 c
= =)
E X2 — | €0 €1 €52 <_E
Inputs:
dq | 9, | 9, Input vectors: x (shape: N x D)

Queries: q (shape: M x D)
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General attention layer

Input vectors

Y%

9

9

Notice that the input vectors are used for
both the alignment as well as the

Operations: : ,
Key vectors: k = xW, attention calculations. N
Value vectors: = x - We can add more exprgssmty to
the layer by adding a different FC
layer before each of the two steps.
Inputs:

Input vectors: x (shape: N x D)
Queries: g (shape: M xD,)
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General attention layer

Yo || Y1 || Y2 :
T Outtpu:s. fors: hape: The input and output dimensions can
| mul(—>) + add (1) | context vectors: y (shape:[D ) 5, change depending on the key and
1 1 } value FC layers
" Yo [ IR Notice that the input vectors are used for
SV, [ R | R % Operations: both the alignment as well as the
e ; ) % Key vectors: k = xW, att?ntlon calculations. N
5 20 || Bar || P2 Value vectors: © = x We can add more expressivity to
T Alignment: e. T q -k /D the layer by adding a different FC
. | softmax (1) | Attention: a = soffmalx(e) layer before each of the two steps.
§ i [ Output: y, = 2. a,;
8 X0 — kO —>| oo €01 €02 =
- :
"5' ] X1 1 k1 | €0 €11 €12 c
o =)
c =
= X2 —> k2 —>| € €51 e‘2,2 <
ﬂ Inputs:
q || a, | a, Input vectors: x (shape: N x D)

Queries: g (shape: M x|D,)

Fei-Fei Li, Jiajun Wu, Ruohan Gao Lecture 11 - 56 May 03, 2022



General attention layer

yTO yT1 3;2 Outputs:
| SRS | context vectors: y (shape: ')
tt
R [ : : Recall that the query vector was a
" Vo 00| [ e _ function of the input vectors
.8
> V1 ap a, s ‘.qc-% gperatl?ns-: = W Encoder ho = fw(z)
V, | % || a || & | < ey vectors. 1= X"k where z is spatial CNN features
2 Value vectors: v = x .
t t ot Alignment: e, =q; - k /\D fW(') is an MLP
|_softmax (1) | Attention: a = softmax(e)
» N Output: v. = Zo0| %01 | %02
o utputy; =3, &, S o A - h,
8 X0 —> kO —>| ©oo €o,1 €02 re 1 CNN Z1,0 Z1,1 Z1,2 MLP
S [0
"5‘ — X1 ] k1 —>| €0 €1 €12 g Z2,0 Z2,1 22,2
2 >
£ X2 —> k2 —>| €20 €1 € | <
Y A
1 Inputs:
q, || a, || a, Input vectors: x (shape: N x D)

Queries: q (shape: M x D, )

Fei-Fei Li, Jiajun Wu, Ruohan Gao Lecture 11 - 57 May 03, 2022



Self attention layer

We can calculate the query vectors
from the input vectors, therefore,
defining a "self-attention" layer.

Operations:
Key vectors: k = ka
Value vectors: v = x

Instead, query vectors are

Query vectors: xW,_
Y 1° calculated using a FC layer.

Alignment: e, = g - k /D

@ Attention: a = softmax(e)
i)
8 1 X Output: y, = 2. a,;
>
S 1%
Q
£ X .
2 No input query vectors anymore
Inputs:
q || a, | a, Input vectors: x (shape: N x D)
¢ f [Queries—¢ {shapeivxb. )
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Self attention layer

Yo || Yq || Y2

¥ ¥ f Outputs:
| R | context vectors: y (shape: ')
tt
> V0 —>| 3 39,1 32 c
e
"V, [T e || | e *GC'J‘ Operations:
. £ Key vectors: k = xW_
>V, ™| 8 a4 3, | <C
2 Value vectors: v = x
t t ¢ Query vectors: q = xW_
| softmax (1) | Alignment: e, = - k /\D
g 1 f 1 Attention: a = softmax( )
© = X, = K. | e €01 €02 | += OUtpUt y Z| aIJ
) 0 0 [
> £
"5‘ T X1 — k1 —> €0 €1 €2 c
o D
E X2 —> k2 —>| €20 €21 €52 <_E
A A
1 Inputs:
9 | a, | a, Input vectors: x (shape: N x D)

Fei-Fei Li, Jiajun Wu, Ruohan Gao Lecture 11 - 59 May 03, 2022



- attends over sets of inputs

yf’ y: {2 Outputs:
| RS | context vectors: y (shape: ')
I |
> V. | @ 8,1 Iy
i ; ,
- S Yo |l Y4 | ¥a
M Vi fo || B || e *GEJ Operations: :
N B : . = Key vectors: k = xW_ .
v, o | &= 0% < | \oiue vectors: v = x self. attfentlon
t f f Query vectors: q = xW,_
|_softmax (1) | Alignment: e, = q - k/\/D Xo || X4 || X5
g 1 f f Attention: a = softmax( )
-.8 o XO 1™ kO —>| oo €01 €02 'E' OUtpUt y ZI alj
> £
"5' T X1 11 k1 | €0 €1 €2 c
Q i)
C e e e <
—_ X2 -1 k2 —>| €20 2.1 e | <C
T T T Inputs:
q || 9, | a, Input vectors: x (shape: N x D)
) i T
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Self attention layer - attends over sets of inputs

Yill Yo Il Y2 Yol Yq || Yo Yo || Y1 | Y2
t f 1
self-attention self-attention self-attention
t f t
X1 X0 X2 x2 x1 x0 X0 X1 X2

Permutation equivariant
Self-attention layer doesn’t care about the orders of the inputs!

Problem: How can we encode ordered sequences like language or spatially ordered image features?
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Positional encoding

Yo | Vi Il Yo
{
self-attention
i
XO X1 X2
Po || Py || P,
1
position encoding
1
X0 X1 X2

Concatenate/add special positional
encoding P, to each input vector X,

We use a function pos: N —R¢

to process the position j of the vector
into a d-dimensional vector

So, p, = pos()

Desiderata of pos(.) :

1.

2.

3.

It should output a unique encoding for each
time-step (word’s position in a sentence)
Distance between any two time-steps should be
consistent across sentences with different lengths.
Our model should generalize to longer sentences
without any efforts. Its values should be bounded.
It must be deterministic.

Fei-Fei Li, Jiajun Wu, Ruohan Gao
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Positional encoding

Yo | Vi Il Yo
{
self-attention
t
XO X1 X2
Po || Py || P
1
position encoding
1
Xo || %1 ]| %2

Concatenate special positional
encoding P, to each input vector X,

We use a function pos: N —R¢

to process the position j of the
vector into a d-dimensional vector

So, p, = pos()

Options for pos(.)

1.

Learn a lookup table:
o  Learn parameters to use for pos(t) fort ¢ [0, T)
o  Lookup table contains T x d parameters.

Desiderata of pos(.) :

1.

2.

3.

It should output a unique encoding for each
time-step (word’s position in a sentence)
Distance between any two time-steps should be
consistent across sentences with different lengths.
Our model should generalize to longer sentences
without any efforts. Its values should be bounded.
It must be deterministic.

Fei-Fei Li, Jiajun Wu, Ruohan Gao
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Positional encoding

Yo Il Y1 Il Yo
f 1. Learn a lookup table:

o Learn parameters to use for pos(t) fort ¢ [0, T)
o  Lookup table contains T x d parameters.

Options for pos(.)

self-attention

t
Xo || X |1 X%, 2. Design a fixed function with the desiderata
Py || Py || Py
.i.
position encoding
i [ sin(w.t) ]
X, XO X, cos(wy. t)
Concatenate special positional sin(ws. t)
encoding b, to each input vector X, o(t) = cos(w. t)
We use a function pos: N —R¢
to process the position j of the
vector into a d-dimensional vector sin(wys- ) _ 1
| cos(wg2-t) | p where « = 10000%/4
So, pj = pos(j) Vaswani et al, “Attention is all you need”, NeurlPS 2017
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Positional encoding

Yo Il Y1 || Yo
f 1. Learn a lookup table:
o Learn parameters to use for pos(t) fort ¢ [0, T)
o  Lookup table contains T x d parameters.

Options for pos(.)

self-attention

t
Xo || X |1 X%, 2. Design a fixed function with the desiderata
Py || Py || Py
.i.
position encoding Intuition:
i " sin(wn.t) | 0: 0000 8: 1000
i cos(wy. ) 1: 0001 9: 1001
0 1 2 2: 0010 10: 1010
. 32 011 1ls 0 1.5
Concatenate special positional sin(ws. ) As fd 0w 19z 44 00
encoding p. to each input vector x, (t) = cos(ws- £) 5: 0101 13: 1101
P 6: 1 410 14 : 1 1.0
We use a function pos: N —R¢ 700111 15: 1111
to process the position j of the ( )
vector into a d-dimensional vector st (gt -
| cos(wya-t) |, where = 10000%/¢ ,

. image source
So, pj = pos(j) Vaswani et al, “Attention is all you need”, NeurlPS 2017
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https://kazemnejad.com/blog/transformer_architecture_positional_encoding/

Masked self-attention layer

yTO yT1 3;2 Outputs:
| RS | context vectors: y (shape: [ )
tt 1
> V — aOO a01 aOZ
L : : o
> V1 —> 0 a4 a, "% Operations: - Prevent VeCtOI"S from
Jv ] o [ o [Fa,|E  Keyvectors:k=xW, looking at future vectors.
e Value vectors: = x - Manually set alignment
Query vectors: q = xW,_ e
| softmax (1) | Alignment: e, = - k /D scores to -infinity
g i tt Attention: a = softmax( )
© = X, = K. | e €01 €02 | += OUtpUt y Z| aIJ
o 0 0 c
’ 2
"5' Bl X1 1 k1 > - €11 €12 c
Q 2
c o || = e | Z
—_ X2 —> k2 —> ‘2,2 <
ﬂ Inputs:
q || 9, | a, Input vectors: x (shape: N x D)
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Multi-head self attention layer

- Multiple self-attention heads in parallel

Yo || Y1 | Y2
Concatenate
head, head, head,
Yo Il Yi Il Y> Yo Il Yi |l Ys Yo Il Yi | Ya
R tt t t 1
Self-attention Self-attention e Self-attention
T 1T 1 T 1T 1 T 1T 1
Xo || X4 || %, Xo || X4 1| %, Xo || X4 || %,
Split
X, || X || %,
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General attention versus self-attention

f f
atteqtlon self-attention
| |
Ko || K || Ky Vo Il Vi || V2 9 || 9 || 9 X, || %, || %,
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Example: CNN with Self-Attention

Input Image

Features:
CxHxW
Zhang et al, “Self-Attention Generative Adversarial Networks”, ICML 2018 Slide credit: Justin Johnson
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https://pixabay.com/photos/cat-young-animal-curious-wildcat-2083492/
https://pixabay.com/service/license/

Example: CNN with Self-Attention

Queries:
CxHxW

Input Image 1x1 Conv

Keys:
CNN CxHxW

1x1 Conv

Features:
CxHxW

Values:
CxHxW

1x1 Conv

Zhang et al, “Self-Attention Generative Adversarial Networks”, ICML 2018 Slide credit: Justin Johnson
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https://pixabay.com/photos/cat-young-animal-curious-wildcat-2083492/
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Example: CNN with Self-Attention

Attention Weights

Queries: (Hx W) x (HxW)

C'xHxW Transpose

Input Image 1x1 Conv

softmax

X

Keys:
CNN CxHxW

1x1 Conv

Features:
CxHxW

Values:
CxHxW

1x1 Conv

Zhang et al, “Self-Attention Generative Adversarial Networks”, ICML 2018 Slide credit: Justin Johnson
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Example: CNN with Self-Attention

Attention Weights

Queries: (Hx W) x (HxW)

C'xHxW Transpose

Input Image 1x1 Conv

softmax

X

Keys:
CNN CxHxW

1x1 Conv

Features:
CxHxW CxHxW

Values:
CxHxW

1x1 Conv

Zhang et al, “Self-Attention Generative Adversarial Networks”, ICML 2018 Slide credit: Justin Johnson
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https://pixabay.com/photos/cat-young-animal-curious-wildcat-2083492/
https://pixabay.com/service/license/

Example: CNN with Self-Attention

Attention Weights

Queries: (Hx W) x (HxW)

C’'xHxW Transpose

1x1 Conv
Input Image softmax

X
CxHxH

Keys:
CNN CxHxW

1x1 Conv

Features:
CxHxW CxHxW

Values:
CxHxW

1x1 Conv

1x1 Conv

Zhang et al, “Self-Attention Generative Adversarial Networks”, ICML 2018 Slide credit: Justin Johnson
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https://pixabay.com/photos/cat-young-animal-curious-wildcat-2083492/
https://pixabay.com/service/license/

Example: CNN with Self-Attention

Residual Connection

Attention Weights

Queries: (Hx W) x (HxW)

C'xHxW Transpose

1x1 Conv
Input Image softmax

CxHxW

Keys:
CNN = CxHxW _>< E>_>

1x1 Conv

Features:
CxHxW CxHxW

Values:
CxHxW

1x1 Conv

1x1 Conv

Self-Attention Module

Zhang et al, “Self-Attention Generative Adversarial Networks”, ICML 2018 Slide credit: Justin Johnson
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Comparing RNNs to Transformer

RNNs

(+) LSTMs work reasonably well for long sequences.

(-) Expects an ordered sequences of inputs

(-) Sequential computation: subsequent hidden states can only be computed after the previous
ones are done.

Transformer:

(+) Good at long sequences. Each attention calculation looks at all inputs.

(+) Can operate over unordered sets or ordered sequences with positional encodings.

(+) Parallel computation: All alignment and attention scores for all inputs can be done in parallel.
(-) Requires a lot of memory: N x M alignment and attention scalers need to be calculated and
stored for a single self-attention head. (but GPUs are getting bigger and better)
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Attention Is All You Need

Ashish Vaswani* Noam Shazeer* Niki Parmar* Jakob Uszkoreit*
Google Brain Google Brain Google Research Google Research
avaswani@google.com noam@google.com nikip@google.com usz@google.com

Llion Jones* Aidan N. Gomez* T Lukasz Kaiser*
Google Research University of Toronto Google Brain
1lion@google.com aidan@cs.toronto.edu lukaszkaiser@google.com

Illia Polosukhin* *
illia.polosukhin@gmail.com

“ImageNet Moment for Natural Language Processing”

Pretraining:
Download a lot of text from the internet

Train a giant Transformer model for language modeling

Finetuning:
Fine-tune the Transformer on your own NLP task
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On the Opportunities and Risks of
Foundation Models
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Image Captioning using Transformers

Input: Image |
Output: Sequencey =vy,, Y,,..., Y1

Zz

01| %

0,2

CNN Z10/ %11 | 412

Zy0| 221 | %22
Extract spatial Features:
features from a HxWxD

pretrained CNN

Fei-Fei Li, Jiajun Wu, Ruohan Gao Lecture 11 - 78 May 03, 2022



Image Captioning using Transformers

Input: Image |
Output: Sequencey =vy,, Y,,..., Y1

Encoder: c =T, (2)
where z is spatial CNN features
T, () is the transformer encoder

Z00| %01 | %02 Coo || Sou || Co2 | - | Caz

CNN | %0 %11 %19 ] |
2,00 24 | 2o Transformer encoder

Extract spatial Features: i
features from a HxWxD 11 %00 || Zo1 || %02 | - | 222

pretrained CNN
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Image Captioning using Transformers

Decoder:y, = T (¥, C)

Input: Image | :
where T(.) is the transformer decoder

Output: Sequencey =vy,, Y,,..., Y1

person wearing hat [END]

Encoder: c =T, (2)

where z is spatial CNN features
T, () is the transformer encoder Y, Y, Y3 Y,
V4 y4 Z
00| 0,1 | “0,2 CO0N BCOHN CEEN .. e
- Transformer decoder
CNN Z10| %11 | %12 i .
2,00 24 | 2o Transformer encoder
Extract spatial Features: 1 y y y y
features from a HxWxD "l Zo0 || %01 || 202 | - | %22 ° 1 ‘ ’

pretrained CNN _
[START] person wearing hat
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The Transformer encoder block

C0,0 CO,1 C0,2 C2,2
—
[}
3
o : xN
&
Nl Made up of N encoder blocks.
o
£ T |
ke In vaswani et al. N = 6, Dq= 512
n
& t
| S
|_
Zop || %01 || %02 | - | %22
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The Transformer encoder block

C0,0 CO,1 C0,2 " c2,2
Y
—
()
3
O : XN
o
g Let's dive into one encoder block
(D)
£ !
o
&
© t
| -
|_
|
ZO’0 20,1 20,2 22,2 XO X1 X2 X2
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The Transformer encoder block

CO,O C0,1 CO,Z 02,2
—
)
3
8] : XN
C
)
)
£ !
R
e
© t
| S
l—
| Positional encoding
Zo0 | 200 ([ 205 | - D235 Xo (X136 | X

Add positional encoding
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The Transformer encoder block

C0,0 CO,1 CO,2 CZ,2
—
()
3
O : xN
[
(D)
o)
£ !
O
2
lf_g f Multi-head self-attention Attention attends over all the vectors
t
! | Positional encoding Add positional encoding
1
Zoo || Zo1 || %o2 | | %22 Xo || X4 || X5 || %5
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The Transformer encoder block

C0,0 CO,1 CO,Z C2,2
—
[}
3
o : XN
C
()
o
£ ! | |
k) (? Residual connection
(72}
c .
lf_& f Multi-head self-attention Attention attends over all the vectors
{
! | Positional encoding Add positional encoding
t
ZO,O 20,1 20,2 22’2 X0 X1 X2 X2
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The Transformer encoder block

C0,0 C0,1 C0,2 e CZ,2
©
IS
8] : xN
&
5 T Layer norm LayerNorm over each vector individually
: 5
S - ; Residual connection
(72]
c .
lf_& f Multi-head self-attention Attention attends over all the vectors
t
! | Positional encoding Add positional encoding
t
20,0 20,1 20,2 noo 22’2 X0 X1 X2 X2
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The Transformer encoder block

C0,0 CO,1 C0,2 "o CZ,2
g
S N MLP MLP over each vector individually
c ’ 1
g T Layer norm LayerNorm over each vector individually
5 &
S - ; Residual connection
n
c .
lf_& f Multi-head self-attention Attention attends over all the vectors
t
! | Positional encoding Add positional encoding
t
Zo,o 20,1 20,2 noo 22’2 X0 X1 X2 X2
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The Transformer encoder block

C0,0 CO,1 C0,2 C2,2
C (? Residual connection
)
§ N MLP MLP over each vector individually
c ’ I
g T Layer norm LayerNorm over each vector individually
: &
S - ; Residual connection
n
c .
lf_& f Multi-head self-attention Attention attends over all the vectors
t
! ! Positional encoding Add positional encoding
t
ZO,O 20,1 20,2 noo 22,2 X0 X1 X2 X2
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The Transformer encoder block

Yo Il Y4 || Y2 || Y3
Coo || So1 || oz €, : Transformer Encoder Block:
I Layer norm
Inputs: Set of vectors x
. CI) Outputs: Set of vectors y
9 t
§ : XN Al Self-attention is the only
o f interaction between vectors.
) Layer norm
g T CI) Layer norm and MLP operate
“g D independently per vector.
© f Multi-head self-attention
= f Highly scalable, highly
! | Positional encoding parallelizable, but high memory usage.
t
ZO’o 20,1 20,2 noo 22’2 X0 X1 X2 X2
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The Transformer
decoder block

person wearing hat [END]
yO y1 y2 y3
=
" = Made up of N decoder blocks.
2R
- O .
XN 3 In vaswani etal. N =6, D =512
@
CO,O T o
)
8
CO,1 %
f Q
CO,2
: \
C2,2 yo y1 y2 y3

[START] person wearing hat
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The Transformer
decoder block

person wearing hat [END]
yO y1 y2 y3
=
— L Let's dive into the
28 transformer decoder block
. o
: xN =
3
— 5

|
Japo

Yo Y, Y, Y3

, x|l x, |l x, || x
[START] person wearing hat . i 2 |78 1] vaswani et al, “Attention is all you need”, NeurlPS 2017
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The Transformer o o T e
Decoder block | < |

| Layer norm |

person wearing hat [END]

Yo Y Y, Y3 | MLP |
*

| Layer norm |

(1) Most of the network is the
Co.0 t same the transformer
encoder.

: xN

0,1

Co.0 T

Lz | Layer norm

0,1

Japodap Jswlojsuel |
(@)

t t
c Coo :
0,2 LI, : Masked Multi-head

\ | self-attention
*

| Positionaiencoding |

22 yo y1 y2 y3

X X X X

0 1 2 3

[START] person wearing hat
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The Transformer o o T e
Decoder block | < |

person wearing hat [END]

yo y1 y2 y3 | MLP |
*

[ Layer norm |
(1}— Multi-head attention block
0,0 ! attends over the transformer

Multi-head attention encoder outputs.
0,1 k \ q

c 44 For image captions, this is

0,2
- | Layer norm | how we inject image
features into the decoder.

: xN

0,1

Japodap Jswlojsuel |
(@)

t c {
0.2 2.2 Masked Multi-head

\ | self-attention
*

c [ Positional encoding |
22 yo y1 y2 y3 4

[START] person wearing hat Xo || X1 || X2 || %3
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The Transformer AN
DeCOder bIOCk | FTC | Transformer Decoder Block:

person wearing hat  [END] | Layer*norm | Inputs: Set of vectors x and
—’(? Set of context vectors c.
Yo Yy Y Y3 | MLP | Outputs: Set of vectors y.
t
= | Layer, norm | Masked Self-attention only
g = (=——— interacts with past inputs.
‘é’h Co,0 }
: = Multi-head attention . : .
- x N 3 Co 1 ukl eav q' Multi-head attention block is
. o ' i 3 NOT self-attention. It attends
o0 f ?g‘ Co2 [ Layernom |  Overencoder outputs.
C0,1 8— : i i
A @ I Highly scalable, highly
Co2 €22 Masked Multi-head parallelizable, but high memory
: u | self-attention usage.
t
Positional encodin
2| |y, | |v A2 | jencoding

[START] person wearing hat Xo || X1 || X2 || %3
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Image Captioning using transformers

- No recurrence at all

person wearing hat [END]

Y Ys Y3 Y4
Z Z Z
00| 0,1 | “0,2 Coo || Co1 | Coz | --- [NE3E
> Transformer decoder
CNN Zio0/ 11| %42 { .
2,00 24 | 2o Transformer encoder
Extract spatial Features: { , y y y
features from a HxWxD fd | | B 0 1 ? ’

pretrained CNN _
[START] person wearing hat
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Image Captioning using transformers

- Perhaps we don't need
convolutions at all?

person wearing hat [END]

Y, Yo Y3 Y4
Z Z Z
00| <01 | “0,2 Coo || So1 || Coz | - D
> Transformer decoder

Zio0/ 11| %42 { T

2,00 24 | 2o Transformer encoder
Extract spatial Features: T y y y y
features from HxWxD ad | | 0 1 ? ’

pretrained N :
[START] person wearing hat
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Image Captioning using ONLY transformers

- Transformers from pixels to language

person wearing hat [END]

0,0 0,1 0,2
i

Transformer encoder

{
ENE N |©

[START] person wearing hat

2,2

Y

Transformer decoder

A

A 4

Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, ArXiv 2020
Colab link to an implementation of vision transformers
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https://colab.research.google.com/github/google-research/vision_transformer/blob/master/vit_jax.ipynb

Vision Transformers vs. ResNets

Average-5 ImageNet
90

@
s [}
IS @ ® ©
B i 851
3 ®e ) 09
St
=
Q
Q
< D
5 ®
Z 80 1
E @®  Transformer (ViT) ®  Transformer (ViT)

A ResNet (BiT) ResNet (BiT)
Hybrid Hybrid
— ; ! 75 +— } I
10? 103 10* 10° 10° 10*

Total pre-training compute [exaFLOPs]

Figure 5: Performance versus cost for different architectures: Vision Transformers, ResNets, and
hybrids. Vision Transformers generally outperform ResNets with the same computational budget.

Hybrids improve upon pure Transformers for smaller model sizes, but the gap vanishes for larger
models.

Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, ArXiv 2020
Colab link to an implementation of vision transformers
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https://colab.research.google.com/github/google-research/vision_transformer/blob/master/vit_jax.ipynb

Vision Transformers

HxWx3

Transformer
Block

Images

Patch Partition
Linear Embedding
Patch Merging
Patch Merging
Patch Merging

)
1
1
1
1
1
1
1
1
1
1
1
1

et et e ek Liu et al, “Swin Transformer: Hierarchical Vision
Transformer using Shifted Windows”, CVPR 2021

transformer
encoder-
decoder

set of image features set of box predictions bipartite matching loss

Carion et al, “End-to-End Object Detection with Transformers”,
ECCV 2020
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ConvNets strike back!
ImageNet-1K Acc.

90
88
386 ConvNeXt
Swin Transformer
(2021) ConvNeXt

84 Swin Transformer

ResNet DeiT ViT (2021)

(2015) (2020) (2020)
82 ‘ [ )

Diameter
80 4| 8| 16| 25é GFLOPs
o

7 ImageNet-1K Trained ImageNet-22K Pre-trained

A ConvNet for the 2020s. Liu et al. CVPR 2022
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76

75

ImageNet-v2 Top-1(%
N N ~N ~N ~N
o = N w N

(o))
o}

DeiT III: Revenge of the ViT

Hugo Touvron*

ImageNet-1k

Ours: ViT
ConvNeXt
DeiT: ViT @

EfficientNet <

EfficientNet-V2 21®
RSB: ResNet ,/
Swin %

.,
.
1 *
L d
5
.

81 82 83 84 85
ImageNet Top-1(%)

Matthieu Cord! Hervé Jégou*
ImageNet-21k
5 Ours: ViT
791 e ConvNext
¢ EfficientNet-V2
7 Swin
o 78 -
v e o
Q- ”
k)
N 77 / e ®
O o o
= 5
% L
0176 : *
©
& °
25
L ]
86 85 86 87

ImageNet Top-1(%)

Lecture 11 - 101

88

Fei-Fei Li, Jiajun Wu, Ruohan Gao

May 03, 2022



Summary

- Adding attention to RNNs allows them to "attend" to different
parts of the input at every time step
- The general attention layer is a new type of layer that can be
used to design new neural network architectures
- Transformers are a type of layer that uses self-attention and
layer norm.
o lItis highly scalable and highly parallelizable
o Faster training, larger models, better performance across
vision and language tasks
o They are quickly replacing RNNs, LSTMs, and may(?) even
replace convolutions.
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Next time: Video Understanding
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