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ECE 8527: INTRODUCTION TO
MACHINE LEARNING AND PATTERN RECOGNITION
HW No. 3: Probability of Error Computations
For this assignment, you will compute a theoretical probability of error for two distributions and then verify it through computer simulation.
The tasks to be accomplished in this homework assignment are:
1. Let’s consider the 1D case first. Consider a pdf that is a triangular distribution centered at  and  respectively:
,      ,
Assume the priors are equal for the moment.
Compute the theoretical probability of error for these cases: (a) , (b) .5, (c) , and (d) . Hint: sketch these cases and show the optimal decision surface. Set up the integrals and solve them analytically (or just use a chatbot ).
2. Repeat 1(c) but plot the probability of error as a function of the prior for class  over the range . Explain how your plot matches the theoretical prediction for edge cases like equal probabilities and zero probabilities.
3. Repeat (1) and (2) for a 1D Gaussian distribution with a variance of 1. Use  and  as the means of each class. Set the integrals up but evaluate them numerically or symbolically using whatever tools you have at your disposal.
4. Now the fun part. Create a computer simulation of (1) and (2). Generate tables that show that your computational results match your theoretical results. Use at least 10,000 points per class.
5. Finally, create a computer simulation of (4) for the Gaussians in (3), and show that your computational results also match your theoretical predictions.
Note that if you write your code properly, you can reuse code and greatly reduce the time required to solve these problems. Building up a library of reusable modules will be useful in this course since we will come back to these data sets often.
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