Name:

|  |  |  |
| --- | --- | --- |
| Problem | Points | Score |
| 1 | 20 |  |
| 2 | 20 |  |
| 3 | 20 |  |
| 4 | 20 |  |
| 5 | 20 |  |
| Total | 100 |  |

Notes:

1. The exam is closed books and notes except for one double-sided sheet of notes.
2. Please indicate clearly your answer to the problem.
3. If I can’t read or follow your solution, it is wrong and no partial credit will be awarded.

**Problem No. 1 (Chapter 2, No. 37(a)):** Consider a two-category classification problem in two dimensions with:

![](data:image/x-wmf;base64,183GmgAAAAAAAOA9YAYACQAAAACRZQEACQAAA+oCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAbgPRIAAAAmBg8AGgD/////AAAQAAAAwP///8D///+gPQAAIAYAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAEcAAAA+wLA/QAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ALPESABDagHfAYIN37AhmVwQAAAAtAQAACAAAADIKwAM3PQEAAAAueQgAAAAyCsADFzwBAAAAMnkIAAAAMgrAAw87AQAAAC95CAAAADIKwAPIOQEAAAAxeQgAAAAyCsAD1TYBAAAAKXkIAAAAMgrAA2kzAQAAACh5CAAAADIKwAO0LgEAAAApeQgAAAAyCsADkCsBAAAAKHkIAAAAMgrAA/cjAgAAACksCAAAADIKwAMxIgEAAAAsLAgAAAAyCnkFOCABAAAAMSwIAAAAMgoZAjggAQAAADEsCAAAADIKwAOZHgEAAAAoLAgAAAAyCsAD2RoBAAAAfiwIAAAAMgrAA38ZAQAAACksCAAAADIKwAPqFQEAAAB8LAgAAAAyCsADghMBAAAAKCwIAAAAMgrAAyUQAgAAACksCAAAADIKwANfDgEAAAAsLAgAAAAyCsADgQwBAAAAKCwIAAAAMgrAA8EIAQAAAH4sCAAAADIKwANnBwEAAAApLAgAAAAyCsADGgQBAAAAfCwIAAAAMgrAA7IBAQAAACgsHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuACzxEgAQ2oB3wGCDd+wIZlcEAAAALQEBAAQAAADwAQAACAAAADIKUATBNQEAAAAyLAgAAAAyClAEvi0BAAAAMSwIAAAAMgpQBGsYAQAAADIsCAAAADIKUARxBgEAAAAxLBwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3nwoKJ9ibJQAs8RIAENqAd8Bgg3fsCGZXBAAAAC0BAAAEAAAA8AEBAAgAAAAyCsADLzgBAAAAPSwIAAAAMgrAAw4wAQAAAD0sCAAAADIKxANZIQEAAAD3LAgAAAAyCvMFWSEBAAAA+CwIAAAAMgpTAlkhAQAAAPYsCAAAADIKxANWHwEAAADnLAgAAAAyCvMFVh8BAAAA6CwIAAAAMgpTAlYfAQAAAOYsHAAAAPsCwP0AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHcZAwp9OJslACzxEgAQ2oB3wGCDd+wIZlcEAAAALQEBAAQAAADwAQAACAAAADIKwAMUNAEAAAB3LAgAAAAyCsADOywBAAAAdywIAAAAMgrAA74WAQAAAHcsCAAAADIKwAPuBAEAAAB3LBwAAAD7AsD9AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAs8RIAENqAd8Bgg3fsCGZXBAAAAC0BAAAEAAAA8AEBAAgAAAAyCsAD+DEBAAAAUCwIAAAAMgrAAx8qAQAAAFAsCQAAADIKwAPZJQMAAABhbmRlCAAAADIKwAPWHAEAAABObggAAAAyCsADbBQBAAAAeG4IAAAAMgrAA08SAQAAAHBuCAAAADIKwAO+CgEAAABObggAAAAyCsADnAIBAAAAeG4IAAAAMgrAA38AAQAAAHBuHAAAAPsCwP0AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuACzxEgAQ2oB3wGCDd+wIZlcEAAAALQEBAAQAAADwAQAACAAAADIKwAMDIwEAAABJbggAAAAyCsADMQ8BAAAASW4IAAAAMgrAA0cNAQAAADBuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AV+wIZlcAAAoARQCKAQAAAAAAAAAASPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

Calculate the Bayes decision boundary. (Note: don’t simply state the result, you must derive it).

**Problem No. 2 (Chapter 3, No. 38(a))**: Let *p***x**(**x**|*ω*i) be arbitrary densities with means ***µ****i* and covariances ***Σ****i* – not necessarily normal – for i = 1, 2. Let *y* = **w**t**x** be a projection, and let the induced one-dimensional densities p(y|*ωi*) have means *µi* and variances *σi*2. Show that the criterion function:
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is maximized by:
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**Problem No. 3 (Chapter 4, No. 13(a))**: Consider classifiers based on samples with priors *P*(ω1) = P(ω2) = 0.5 and the distributions:

![](data:image/x-wmf;base64,183GmgAAAAAAAKA8YAYACQAAAADRZAEACQAAA58CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAagPBIAAAAmBg8AGgD/////AAAQAAAAwP///8D///9gPAAAIAYAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAEcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAd6AACrgYS2cA1PASABDagHfAYIN3bw5mpQQAAAAtAQAACAAAADIK8wUsKAEAAADueQgAAAAyCiMELCgBAAAA7XkIAAAAMgpTAiwoAQAAAOx5CAAAADIKGQLZOQEAAACjeQgAAAAyChkCVTYBAAAAo3kIAAAAMgoZAtcqAQAAAC15CAAAADIKwANYJgEAAAA9eQgAAAAyCvMFgwoBAAAA7nkIAAAAMgojBIMKAQAAAO15CAAAADIKUwKDCgEAAADseQgAAAAyChkC9RgBAAAAo3kIAAAAMgoZAnEVAQAAAKN5CAAAADIKwAOvCAEAAAA9eRwAAAD7AsD9AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDU8BIAENqAd8Bgg3dvDmalBAAAAC0BAQAEAAAA8AEAAAgAAAAyCnkFvzoBAAAALHkIAAAAMgp5BX4rAQAAADB5CAAAADIKGQJuOwEAAAAxeQgAAAAyChkCrzQBAAAAMHkIAAAAMgoZAocsAQAAADJ5CAAAADIKGQJMKQEAAAAyeQgAAAAyCsADAiUBAAAAKXkIAAAAMgrAA3khAQAAAHx5CAAAADIKwAMUHwEAAAAoeQgAAAAyCnkF2xkBAAAALHkIAAAAMgp5BTgMAQAAADB5CAAAADIKGQKKGgEAAAAxeQgAAAAyChkCyxMBAAAAMHkIAAAAMgoZAqMLAQAAADJ5CAAAADIKwANZBwEAAAApeQgAAAAyCsADFwQBAAAAfHkIAAAAMgrAA7IBAQAAACh5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuANTwEgAQ2oB3wGCDd28OZqUEAAAALQEAAAQAAADwAQEACAAAADIKUATxIwEAAAAyeQgAAAAyClAEZQYBAAAAMXkcAAAA+wLA/QAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A1PASABDagHfAYIN3bw5mpQQAAAAtAQEABAAAAPABAAAMAAAAMgp5Bf4xCQAAAG90aGVyd2lzZQAIAAAAMgoZAkQ4AQAAAHh5CQAAADIKGQJhMQMAAABmb3JlCAAAADIKGQLLLQEAAAB4bwgAAAAyCsAD/x8BAAAAeG8IAAAAMgrAA+EdAQAAAHBvDAAAADIKeQUaEQkAAABvdGhlcndpc2UACAAAADIKGQJgFwEAAAB4bwkAAAAyChkCfRADAAAAZm9yZQgAAAAyChkC5wwBAAAAeG8IAAAAMgrAA50CAQAAAHhvCAAAADIKwAN/AAEAAABwbxwAAAD7AsD9AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3oAAKuhhLZwDU8BIAENqAd8Bgg3dvDmalBAAAAC0BAAAEAAAA8AEBAAgAAAAyCsADSCIBAAAAd28IAAAAMgrAA+YEAQAAAHdvCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ApW8OZqUAAAoARQCKAQAAAAABAAAA8PISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

What is the Bayes decision rule and the Bayes classification error? (Note: you must derive these.)

**Problem No. 4 (Chapter 6, No. 10):** Express the derivative of a sigmoid in terms of the sigmoid itself in the following case (for positive constant *a*): ![](data:image/x-wmf;base64,183GmgAAAAAAAEAQgAUACQAAAADRSwEACQAAA3EBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAVAEBIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AEAAAPgUAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFALQApsIBQAAABMC0ALsDxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDU8BIAENqAd8Bgg3ejCmYbBAAAAC0BAQAJAAAAMgoyBMINAwAAAG5ldGUIAAAAMgoyBJYMAQAAAGFlHAAAAPsCwP0AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANTwEgAQ2oB3wGCDd6MKZhsEAAAALQECAAQAAADwAQEACAAAADIKNQWCCwEAAABlZQkAAAAyCmADnQIDAAAAbmV0ZQgAAAAyCmADowABAAAAZmUcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAd2wACrtYvC4A1PASABDagHfAYIN3owpmGwQAAAAtAQEABAAAAPABAgAIAAAAMgo1BdIJAQAAACtlCAAAADIKYAPKBgEAAAA9ZRwAAAD7AsD9AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDU8BIAENqAd8Bgg3ejCmYbBAAAAC0BAgAEAAAA8AEBAAgAAAAyCjUFcwgBAAAAMWUIAAAAMgr7AbMLAQAAADFlCAAAADIKYAOABQEAAAApZQgAAAAyCmADzQEBAAAAKGUKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAbowpmGwAACgBFAIoBAAAAAAEAAADw8hIABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==).

**Problem No. 5 (Chapter 8, No. 5):** Consider training a binary tree using the entropy impurity, and refer to Eqs. 1 and 5 (below) for the case of an arbitrary number of categories. Prove that the decrease in entropy impurity provided by a single yes/no query can never be greater than one bit.

![](data:image/x-wmf;base64,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)