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1. PROBLEM DESCRIPTION

In this project we are to implement a program that calculates the spectrum of a signal using
and linear prediction model. The program will read in binary 16-bit linear audio data and pro
output that can be used by xmgr, a Unix plotting tool, to display the result.

The program allows the user to select various options via the command line arguments to c
the operation of the program. These options include allowing the user to choose the samp
quency of the signal, the preemphasis constant, the size of the window and frame, the cent
of the window, the type of window, the order of the linear prediction model, and the numbe
channels. The options supported are summarized and their default values are given below.

• sample frequency of the signal (default 8000Hz)
• preemphasis constant (default 0.95)
• window duration in msec (default 30 msec)
• frame duration in msec (default 20 msec)
• center time for the window in msec (default 15 msec)
• window type: rectangular or hamming window (default hamming window)
• the linear prediction order (default 16)
• number of channels (default 1)

Several experiments will be performed to evaluate the algorithm. The results obtained fro
LPC and DFT methods will be plotted on a log amplitude vs. linear frequency scale will be
lyzed and compared to those obtained from DFT method.

The speech files used in the experiments consists of one and two-channel data. Both type
used in the experiments are 16-bit linear data sampled at 8000Hz. The following files are u
the experiments.

The one-channel data can be obtained from www.isip.msstate.edu/resources/co
ece_8993_speech/homework/1996/data. The two-channel data is located at isip/d00/switch
data/20/2001.

The one-channel data has the following format:

<chan 0 byte 0>< chan 0 byte 1><chan 0 byte 2> etc...

while the two-channel data use an interleave format:

Filename Type

710_b_8k.raw one-channel

sw2001.raw two-channel

Table 1: Files used in the experiments.
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<chan 0 byte 0>< chan 1 byte 0><chan 0 byte 1><chan 1 byte 1> etc...

2. INTRODUCTION

The linear prediction model was first introduced by Gauss in 1795 [1]. Since then, it has
found to be useful in many domains. In neurophysics, it is used to describe the different spe
the EEG signals [2]. In geophysics, it is used to model the seismic traces to determine the
ence of oil [3]. In speech, it is used to model speech waveform and estimate speech para
[4].

Linear prediction model speech waveform by estimating the current value from the previou
ues. The predicted value is a linear combination of previous values. The linear predictor c
cients are determined such that the coefficients minimize the error between the actua
estimated signal. The basic equation of linear prediction is given as follows:

(1)

where is the estimated sample of the actual sample from the linear combination

samples with  as the coefficients.

A prediction is useless if that prediction is inaccurate. Thus, the purpose is to minimize the p
tion error. That is, to minimize Equation (2).

(2)

where is the short-time average prediction error and is the individ
error.

An example of a linear predicted signal is given in Figure 1. The black waveform show
Figure 1 is the spectrum of the actual speech waveform, and the red waveform also sho
Figure 1 is the spectrum of the predicted waveform.

The large peaks in the speech waveform contain critical information that helps the recog
system identify the signal. The small peaks often are noise and sometimes can confuse the
One advantage of linear prediction is that it smooths over these small peaks. Another advan
linear prediction is that because it represents the actual waveform with a small number of c
cients (for speech signal 16-20 coefficients for 10 msec window), it reduces the number of b
transmission and storage of the actual signal.

Various formulations for efficient computation of the predictor coefficients have been der
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The details of these derivations can be found in [5], [6],and [7].

3. ALGORITHMS

We implemented two methods that calculate the gain-matched spectrum of a signal. Th
method is the linear prediction method and the second is the DFT method. The two metho
described below.

Levinson-Durbin’s Recursion Method

There are many algorithms to find the predictor coefficients. We choose the Levinson-Du
recursion method due to its ease of implementation and computational efficiency. This m
uses the autocorrelation coefficients to derive the reflector coefficients, and from the refl
coefficients, the predictor coefficients are obtained.

The recursion is given in Equation (3)—Equation (7).

(3)E
0( )

R 0( )=

Figure 1: A sample spectrum.
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(5)

(6)

(7)

with and where indicates the current iteration, indicates the pre

ous iteration, is the total number of iterations, and is the order of the prediction. is the

term, is the autocorrelation coefficient, is the reflection coefficient, and is the pred
coefficient.

DFT Method

Like the previous case, there are many algorithms to calculate the DFT coefficients. How
here since we focus on the linear prediction task and not the DFT, we did not use any fast i
mentation of the DFT calculation but just straight implementation from the DFT equation, E
tion (8).

(8)

with where indicates the current iteration, is the total number of iterations, and
the order of the DFT.

4. RESULTS

We compared the spectrum obtained from the linear prediction model to that obtained fro
DFT. A window of 30 msec centered at 15 msec from file 710_b_8k.raw was used as the
signal. We ran the program calculating the spectrum of this sample signal for different pred
orders while keeping the DFT order constant to model the progress of the linear prediction b
ior. The results are given in Figure 2—Figure 9. As we can see, there is a direct relatio
between the prediction order the prediction accuracy. As the order increases the prediction
racy increases. The predicted signal in lower order, i.e. order 4, does not estimate the actua
well. On the other hand, the predicted signal with higher order, i.e. order 16, does a good
estimating the major components of the actual signal. When we get an order of 240 which
exact same as the order of the DFT we get an exact match.
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Figure 2: Spectrum of a signal using 4th order LPC (red) vs. 240 points DFT spectrum (black).

Figure 3: Spectrum of a signal using 12th order LPC (red) vs. 240 points DFT spectrum (black).
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Figure 4: Spectrum of a signal using 16th order LPC (red) vs. 240 points DFT spectrum (black).

Figure 5: Spectrum of a signal using 20th order LPC (red) vs. 240 points DFT spectrum (black).
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Figure 6: Spectrum of a signal using 28th order LPC (red) vs. 240 points DFT spectrum (black).

Figure 7: Spectrum of a signal using 48th order LPC (red) vs. 240 points DFT spectrum (black).
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Figure 9: Spectrum of a signal using 240th order LPC (red) vs. 240 points DFT spectrum (black).

Figure 8: Spectrum of a signal using 100th order LPC (red) vs. 240 points DFT spectrum (black).
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