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I. Problem Definition

Define two sets such that the distributions approximate an ellipse and a pear shape. The e
distribution should stretch from lower-left to upper-right at about a angle and shoul
longer in that direction than it is wide. Set 2 should look like a pear with the stem pointin

. Set 1 should have a mean of approximately and Set 2 should have a me

approximately . Each set contains 100 points.

Define a test set of four points:

These two data sets will be analyzed to find the decision regions using Linear Discrim
Analysis (LDA). The sample points will be classified using the results of class independen
class specific LDAs.

II. Data Set Generation

The two test sets are generated using the point operation function inxmgr. Points are randomly
drawn to obtain the required shapes and then vertically or horizontally shifted to obtain
required means. A plot of the two data sets is shown in Figure 1. Two other test cases are als
to test the robustness of LDA. Plots of the two cases, case 2 and case 3, are shown in Figur
Figure 3 respectively.

45°

45°– m1 2– 2( , )=

m2 2 2–( , )=

x1 1– 1–( , )=

x2 0 0( , )=

x3 1 2⁄ 1 2⁄( , )=

x4 1 2⁄ 1 2⁄–( , )=
Figure 1 The two generated data sets.
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It is observed that in the original space, the data sets in case 1 and 2 are linearly sep
whereas the sets in case 3 are not. A class-dependent multitransformation method is perfor
the first test case using the steps describe below. Then a class-independent single transfo
method is used, and the results are compared. Using the same methods, experiments on ca
3 are performed.

III. Scatter Matrices

In order to formulate criteria of class separability [1] for discriminant analysis, we need to find
within-class, between-class, and mixture scatter matrices. The within class scatter ma
calculated by:

(1)Sw PiE X Mi–( ) X Mi–( )T ωi{ }
i 1=

L

∑ PiΣi
i 1=

L

∑= =
Figure 2 Plot of data sets for case 2.
Figure 3 Plot of data sets for case 3.
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The mixture mean or the expected vector of the mixture distribution, is computed using:

(2)

Since there are 100 data points in both set 1 and set 2, the two classes are equally probab

can then be calculated by:

(3)

where and are the means of set 1 and set 2 respectively. The between class scatte

is then calculated by:

. (4)

Therefore, the mixture scatter matrix is the covariance matrix of all samples regardless o
class assignment:

. (5)

The calculated values for the first test case are:

The criterion of class separability used in this exercise is:

, (6)

where and are one of the scatter matrices. Hence, is large when the between

scatter is large or the within class scatter is small. The optimal solution for the problem wou
to maximize the value of while minimizing the value of . In this exercise, we have used

between class scatter as and the within class scatter as . Using the new feature vect

eigen values and eigen vectors are found and arranged in order according to the values
eigen vectors. Only the most significant eigen vector values are kept to avoid the proble
singularity matrix. Then the data sets are transformed into the new space. Since w
performing class specific LDA, the within class scatter is nothing but the covariances o
classes. Therefore, instead of using the as calculated above, we have two separate

two data sets:

M0 E X[ ] PiMi
i 1=

L

∑= =

M0

1
2
--- M1 M2+( )×

M1 M2

Sb Pi Mi Mo–( ) Mi Mo–( )T

i 1=

L

∑=

Sm E X M0–( ) X M0–( )T{ } Sb Sw+= =

Sb
4 4–

4– 4
=

Sw
0.4480 0.2441

0.2441 0.4173
=

Sm
4.4480 3.7559–

3.7559– 4.4173
=

J1 tr S2
1–
S1( )=

S2 S1 J1

S1 S2

S1 S2

Sw Sw
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The decision regions are found by arbitrarily scanning through the space for points tha
equidistant from both sets. Region that is closer to the mean of set 1 is shaded with green
region that is closer to the mean of set 2 is shaded with blue. Figure 4 shows a plot of the tw
sets in the original space along with the decision regions. The test vectors are transformed i
new space and the Euclidean distance between the test vectors and the means of the tran
sets are calculated. The results are shown in Table 1.

Sample point
Euclidean distance from

data set 1
Euclidean distance from

data set 2
Classification

x1 2.8275 2.4288 set 2

x2 2.8284 2.7531 set 2

x3 2.8289 2.9152 set 1

x4 3.5355 2.0648 set 2

Sw1
0.6617 0.5572

0.5572 0.6633
= Sw2

0.2343 0.0690–

0.0690– 0.1713
=
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IV. Class Independent LDA

In order to perform class independent LDA for data classification, the within class matr
calculated by combining the two data sets together and only one feature space is found. T
data sets are transformed into the new space using the same transformation, rather th
different transformations. Figure 5 shows a plot of the two data sets in the original space
with the decision regions. The test vectors are transformed into the new space and the Eu
distance between the test vectors and the means of the transformed sets are calculated. Th

specific LDA.
Figure 4 The new decision region using class specific LDA.
Table 1 The Euclidean distance from the transformed sample points to the transformed means using class
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are shown in Table 2.

Sample point
Euclidean distance from

data set 1
Euclidean distance from

data set 2
Classification

x1 2.8598 2.7956 set 2

x2 2.8277 2.8277 set 2

x3 2.8117 2.8437 set 1

x4 3.5346 2.1208 set 2
o set 2

. The
d from
6 and
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to the
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e the
, and are
It is noted that test vector x2 is equidistant from both data sets, even though it is assigned t
by the algorithm default.

V. Case 2—Parallel Ellipses

Both the class independent LDA and class specific LDA are applied to the second case
second case consists of two elliptically shaped data sets that are identical. One set is shifte
the other both horizontally and vertically. However, their variances stay the same. Figure
Figure 7 shows plots of the two data sets in the original space along with the decision re
using class specific LDA and class independent LDA respectively. The region that is closer
mean of set 1 is shaded with green while the region that is closer to the mean of set 2 is s
with blue. It is observed that the decision regions using the two different LDA methods ar
same. This is because the two data sets are of the same shape, have the same variance
parallel to each other.
Figure 5 The new decision region using class independent LDA.
Table 2 The Euclidean distance from the transformed sample points to the transformed means using class
independent LDA.
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VI. Case 3—Overlapping

In this case, the two data sets are of elliptical shapes with one stretching from lower-left to u
right at about a angle and the other one perpendicular to the first set. Both ellipses are
in the stretching direction than their width. Both class specific LDA and class independent
are applied to both data sets to find the decision regions. This problem is of particular in
since the two data sets are not separable due to the overlap and that there will always exis
errors in classifying the two sets. Figure 8 and Figure 9 shows plots of the two data sets
original space along with the decision regions using class specific LDA and class indepe
LDA respectively. The region that is closer to the mean of set 1 is shaded with green whil
region that is closer to the mean of set 2 is shaded with blue. It is observed that with the

45°
Figure 6 Decision regions for class specific LDA for case 2.
Figure 7 Decision regions for class independent LDA for case 2.
DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING May 20, 1998



Speech Assignment #3 PAGE 7 OF 7

ision
to the
ach set
the

arately
each

iego,
independent LDA, it does a poor job in classifying the data since there are only two dec
regions. This is because in class independent LDA, the two data sets are transformed in
same space and in order to separate the data, a decision line is drawn where about half of e
of data is classified correctly. With the class specific LDA, it does a much better job in finding
decision regions with minimal errors. This is because the two data sets are transformed sep
into their own new space and LDA is able to define more class-specific decision regions for
set.

VII. REFERENCES

[1] K. Fukunaga, “Introduction to Statistical Pattern Recognition,” Academic Press, San D
California, 1990.
Figure 8 Decision regions for class specific LDA for case 3.
Figure 9 Decision regions for class independent LDA for case 3.
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