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	Problem
	Points
	Score

	1(a)
	10
	

	1(b)
	10
	

	2(a)
	10
	

	2(b)
	10
	

	3(a)
	10
	

	3(b)
	10
	

	4(a)
	10
	

	4(b)
	10
	

	5(a)
	10
	

	5(c)
	10
	

	Total
	100
	


Notes:

(1) The exam is closed books and notes except for one double-sided sheet of notes.

(2) Please indicate clearly your answer to the problem.

(3) If I can’t read or follow your solution, it is wrong and no partial credit will be awarded.

Problem No. 1: Basic Linguistics

(a) Transcribe this spectrogram. If you can’t recognize the words precisely, at least describe what sounds of phonetic classes of sounds might be present.
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(b) Using the standard vocoder model for speech production, describe the values of the parameters required to produce the word “seesaw”.

Problem No. 2: Signal Processing

(a) Given the signal, x(n) = {1, 0, 1, 0, 1}, compute a second-order linear predictive model. Show all steps clearly, including calculation of the autocorrelation, reflection, and predictor coefficients. Justify your value for the first reflection coefficient.

(b) Explain how the frequency response of the linear prediction model of part (a) compares to the frequency response computing using a discrete Fourier transform. 
Problem No. 3: Acoustic Modeling

(a) Given the two HMMs shown to the right, compute the most likely output sequence for Model A. What is the probability of this output sequence?
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(b) Which model most likely produced the sequence “HTTT”? Show all work!
Problem No. 4: Language Modeling

(a) You are given four sentences for a training corpus: “John saw Mary”, “Mary saw John”, and “John saw John” and “Mary saw Mary”. Create a probabilistic finite state automaton (PFSA) that generates only these sentences. Consider two cases: (1) explicit sentence start and end (the first and last nodes are “START” and “END”, (2) the first node begins with the first word (sentence start and end are assumed). Compare the average branching factor of these two networks and discuss the implications of this.

(b)   What is the single most likely sentence produced by the PFSA in (a). 

Problem No. 5: Integration of Knowledge
(a) You are assigned the job of teaching a short course in speech recognition to entry-level engineers at famous three-letter company. You have eight one-hour lectures to teach the course. Briefly describe what you would teach in these lectures. Note that each lecture is limited to about 10 Powerpoint slides, so you can cover no more than one major topic and three minor topics in each lecture.
(b) Explain why someone who is not interested in graduate studies in speech recognition would take this course. In other words, what did you learn in this course that is applicable to almost any signal processing application? 
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