Return to Main LECTURE 08: SAMPLING

Objectives
. Objectives:
Overview:
Components o Introduce atypical front end

Typica Front End

o Understand sampling issues

Sampling:

TheF())renqn o Understand the impact of aliasing

Derivation o Appreciate the need for signal preprocessing

Graphical

Reconstruction o Understand frame-based processing

Bandlimited

Aliasing A good reference textbook on these topicsis:

Overlapping Frames

Conditioning J.G. Proakis and D.G. Manolakis, Digital Sgnal Processing: Principles,

Algorithms, and Applications, Prentice Hall, Upper Saddle River, New Jersey, USA,

On-Line Resour ces: ISBN: 0-13-373762-4, 1996 (third edition).

Signal Modeling

Applet

Theorem



Return to Main

Introduction:

01: Organization
(html, pdf)

Speech Signals:

02: Production
(html, pdf)

03: Digital Models
(html, pdf)

04: Perception
(html, pdf)

05: Masking
(html, pdf)

06: Phonetics and Phonology
(html, paf)

07: Syntax and Semantics
(html, paf)

Signal Processing:

08: Sampling
(html, pdf)

09: Resampling
(html, pdf)

10: Acoustic Transducers
(html, pdf)

11: Tempora Analysis
(html, pdf)

12: Frequency Domain Analysis
(html, pdf)

13: Cepstral Analysis
(html, pdf)

14: Exam No. 1
(html, pdf)

15: Linear Prediction
(html, pdf)

16: L P-Based Representations
(html, pdf)

Parameterization:

17: Differentiation
(html, pdf)

18: Principal Components
(html, pdf)

s

ECE 8463: FUNDAMENTALS OF SPEECH
RECOGNITION

Professor Joseph Picone
Department of Electrical and Computer Engineering
Mississippi State University

email: picone@isip.msstate.edu
phone/fax: 601-325-3149; office: 413 Simrall
URL: http://www.isip.msstate.edu/resources/courses’ece 8463

Modern speech understanding systems merge interdisciplinary technologies from Signa Processing,
Pattern Recognition, Natural Language, and Linguisticsinto aunified statistical framework. These
systems, which have applications in awide range of signal processing problems, represent arevolution
in Digital Signal Processing (DSP). Once afield dominated by vector-oriented processors and linear
algebra-based mathematics, the current generation of DSP-based systems rely on sophisticated statistical
models implemented using a complex software paradigm. Such systems are now capabl e of
understanding continuous speech input for vocabularies of hundreds of thousands of wordsin
operational environments.

In this course, we will explore the core components of modern statistically-based speech recognition
systems. We will view speech recognition problem in terms of three tasks: signal modeling, network
searching, and language understanding. We will conclude our discussion with an overview of state-of-
the-art systems, and areview of available resources to support further research and technology
development.

Tar files containing a compilation of all the notes are available. However, these files are large and will
require a substantial amount of time to download. A tar file of the html version of the notesis available
here. These were generated using wget:

wget -np -k -m http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current

A pdf file containing the entire set of lecture notes is available here. These were generated using Adobe
Acrobat.

Questions or comments about the material presented here can be directed to hel p@isip.msstate.edu.



http://www.isip.msstate.edu/publications/courses/ece_8463/
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_01/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_01/lecture_01.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_02/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_02/lecture_02.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_03/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_03/lecture_03.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_04/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_04/lecture_04.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_05/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_05/lecture_05.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_06/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_06/lecture_06.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_07/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_07/lecture_07.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_08/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_08/lecture_08.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_09/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_09/lecture_09.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_10/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_10/lecture_10.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_11/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_11/lecture_11.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_12/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_12/lecture_12.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_13/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_13/lecture_13.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_14/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_14/lecture_14.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_15/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_15/lecture_15.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_16/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_16/lecture_16.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_17/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_17/lecture_17.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_18/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_18/lecture_18.pdf
http://www.isip.msstate.edu/resources/courses/ece_8463
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_all/notes.html.tar.gz
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_all/notes.pdf.tar.gz
mailto:help@isip.msstate.edu

19: Linear Discriminant Analysis
(html, pdif)


http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_19/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_19/lecture_19.pdf

LECTURE 08: SAMPLING

. Objectives:
o Introduce atypical front end
o Understand sampling issues
o Understand the impact of aliasing
o Appreciate the need for signal preprocessing

o Understand frame-based processing
A good reference textbook on these topicsis.

J.G. Proakisand D.G. Manolakis, Digital Sgnal Processing: Principles, Algorithms, and Applications, Prentice
Hall, Upper Saddle River, New Jersey, USA, ISBN: 0-13-373762-4, 1996 (third edition).



SIGNAL PROCESSING COMPONENTS
IN SPEECH RECOGNITION
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A TYPICAL SPEECH RECOGNITION FRONT END

—WMM@%NWW—- [:l'> i Incorporate knowledge of the
Input Speech nature of speech sounds in

@ measurement of the features.
Cepstral
Analysis
Perceptual Time Time
Weighting Derivative Derivative

Energy Delta Energy Delta-Delta Energy
+ + +
Mel-Spaced Cepstrum Delta Cepstrum Delta-Delta Cepstrum

+ Utilize rudimentary models of
human perception.

{Measure features 100
times per sec.

+ Use a 25 msec window for
frequency domain analysis.

+ Include absolute energy and
12 spectral measurements.

+ Time derivatives to model
spectral change.




THE SAMPLING THEOREM

Theorem: If the highest frequency contained in an analog signal X4(t) is F,ax = B, and the signal is sampled at a frequency
Fs> 2B, then the analog signal can be exactly recovered from its samples using the following reconstruction formula:

. s& sin((n/T)(t —nT))
50 = Y, X nT) (n/T)(i-nT)

0= —oo

Note that at the original sample instances (t = nT), the reconstructed analog signal is equal to the value of the original
analog signal because the sinc functions take on values of zero at multiples of the sample period. At times between the
sample instances, the signal is the weighted sum of shifted sinc functions.



DERIVATION OF THE SAMPLING THEOREM
Recall a discrete-time signal is given by:

x(n) = IH[HT}, —oa < ff < o0
Analog x (1) x(n) Mn) ¥,(5) X )
Signal
Pre- Digital Post-
| Fiter [ P ™| processor [~ P ™| Fitter [

If x (1) is an aperiodic signal with finite energy, its spectrum is given by:
X (F) =[x e ar

—i]

The signal can be recovered from the inverse Fourier transform:

;LIrF.r

x (1) = J:’f (F)e

The spectrum of the discrete-time signal is given by:

Xo) = Y x(mye 4"

or, equivalently,
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H —
The signal can be recovered from its spectrum:
T
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Recallthat t = aT = f— This allows us to write the inverse transform as:
&

12 FsF
ximj=x (nf) = jxu[.ﬁ'].:*"r i "}.u’F
From this, we can conclude that
172 re
o 2mn(F/F
[ xtne™ar = [ x Fre’ ot
=172
We know that [ = ii We can make a change of variables and write:
¥
F,/2 -
F 2 i F 2 FAF
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—F 2 i i
We can express the integral on the right as a sum of integrals:
- W (k+1/2)F,
_ jInF/F, _ PRa(F/F)
un[f}e aF =y J X (F)e dF
—i k= —o0 (k=-1/72)F,

By interchanging the order of integration and summation, and invoking the
periodicity of the complex exponential, we can write:
F /2 F /2

J- X[-—-] ,rEIE.re{FfFJ- J- |:k

—F ;2 i _F,/2

By equating terms inside the integral, we have:

2 FrF
Y X (F-kF }’M ) aF

—y

F , g taiey
X) = F, Y X (F-kF)

b i i

What does this imply about the spectrum of the sampled signal?



GRAPHICAL INTERPRETATION OF THE SAMPLING THEOREM

X
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RECONSTRUCTION VIA SINC(X) INTERPOLATION

Recall our equation for reconstruction:

O

_ - - osm((m/T)(t—nT))
W0 = 2 %D TGt

H=—w

This can be viewed as an interpolation process using shifted and delayed Sinc(x) functions:
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Note that these Sinc functions are exactly zero at the original sample instances.



AN INTUITIVE EXPLANATION OF THE
SAMPLING THEOREM FOR BANDLIMITED SIGNALS

Consider the following system:

b X (N
AN IVAN
x, (0 W) -B, -B. B; B,
Y[

cos2mF ;fﬁxx ;fﬁxaffﬂxx ;ﬁﬂxx
- -

We can sample a bandpass signal at a frequency lower than its "Nyquist
rate” by converting it to a lowpass signal.

In general, we suspect we can directly sample the signal, but we to select a
sample frequency such that folding does not cause aliasing.

A general guideline is:

2B<F <4B
A more rigorous equation is:
y r
o= 25—
. e
where
F.+EB/2
Fo= —
]
and

r = L' ] (greatest integer less than or equal to r)

. By +8,
IF-.|!.' = 2




TYPICAL SAMPLING FREQUENCIES
IN SPEECH RECOGNITION

. 8kHz: Popular in digital telephony. Provides coverage of first three formants for most speakers and most sounds.

. 16 kHz: Popular in speech research. Why?

. 6.67 kHz: Why?

. Sub 8 kHz Sampling: Can aliasing be useful in speech recognition? Hint: Consumer electronics.

Orthographic: The  doctor examined the patient’s knees.

5 kHz

4 kH=

3 kH=

2 kHz

| kHz

{1 kHe

Time {s2cs)



A FRAME-BASED ANALYSISISESSENTIAL

. Consider the problem of performing a piecewise linear analysis of asignal:

Important questions:

o Why so much overlap?

o Why do we use a 10 ms frame duration?

frame frame,,,
e et e
WINCow
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e s )
Shared|Data Mew Dala
[ 1 |
w
] ] I ] ] ] I ] o
= L B [~ L o=l L -
;"Fj’/ Xq(nj f":..f
[ 7 Xa{n) ﬂ
;"Fj’/ Xa(n) f":..f

Thisis most often implemented in hardware using a circular buffer.

o Frame Duration: how often we perform the analysis.

o Window Duration: how many samples we use for the analysis.

o How does the window duration impact the spectral resolution?

If we assume the signal is piecewise stationary, we can analyze the signal using a sliding window approach. Two
key parameters are:

Recall we introduced similar parameters for the spectrogram. Typical values are a 10 ms frame duration and 25 ms
window duration. Why?



SIGNAL CONDITIONING COMPENSATESFOR
MICROPHONE AND CHANNEL CHARACTERISTICS
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A continous-time signal x(t) is sampled at a frequency of w, rad/sec. to produce a sampled signal x(t). We model x(t) as

an impulse train with the area of the nth impulse given by x(nT). An ideal low-pass filter with cutoff frequency w,. rad/sec.
is used to obtain the reconstructed signal x,(t).

Suppose the highest-frequency component in x(t) is at frequency w,,,. Then the Sampling Theorem states that for wg > 2w,
thereis no loss of information in sampling. In this case, choosing w, in the range w,,, <w, <w, - W,,, gives x,(t) = X(t). These
results can be understood by examining the Fourier transforms X(jw), X, (jw), and X.(jw). If wg <2w,,, and/or w, is chosen
poorly, then x,(t) might not resemble x(t).

To explore sampling and reconstruction, select asignal or use the mouse to draw a signal x(t) in the window below. After a
moment, the magnitude spectrum |[X(jw)| will appear. Then, enter a sampling frequency w, and click "Sample" to display
the sampled signal and its magnitude spectrum. Finally, choose a cutoff frequency w, and click "Filter." The reconstructed
signal and its magnitude spectrum will be shown.

Fine Print.



http://www.jhu.edu/~signals/sampling/deepsamp.html

W cturn to demonstrations page

Applet by Steve Crutchfield



http://www.jhu.edu/~signals/index.html
http://www.jhu.edu/~signals/index.html
mailto:crutch@stanford.edu

WOLFRAM -t mathworld.wolfram.com

S
RESEAR C H PRODUCTS SERVICES SOLUTIONS RESOURCE LIBRARY »+  MEWS OMLIME 5TORE QUR COMPANY

% A WOLFRAM WEB RESOURCE ASTRONOMY BIOGRAPHY CHEMISTRY b MATHEMATICS PHYSICS

world of

MATHEMATICS Access Denied to Browser Agent Mozilla/3.0

| I (compatible; WebCapture 2.0; Auto; Windows)
@

INDEX BY SUBJECT Thank you for your interest in Eric Weisstein's World of Mathematics. Y ou have been denied access because your
2 Alasbra browser agent either failed to identify itself or was found in a proscribed list of "bulk downloaders' that do not respect
= robot s. t xt files. Note that some "content filtering" programs (e.g., AtGuard) can prevent your browser from

2 Applied Mothematics identifying itself and can be responsible for the problem.

= Caleulus and Analysis

= Discrete Mathematics The material on thisweb site is copyrighted, and may not be bulk downloaded. For more information, please see the
« Foundations of Mathematics relevant FAQs,

= Geometry

= History and Terminology http://mathworld.wolfram.com/fag.html#agent http://mathworld.wolfram.com/fag.html#copyright

= Mumber Theory http://mathworld.wolfram.com/fag.html#mirrors

= Probability and Statistics

2 Recreational Mathematics Sincerely,

= Topology MathWorld webmaster

ALPHABETICAL INDEX &3

= ABOUT THIS SITE

= AUTHOR'S MOTE

= FAGQH

=2 WHAT'S MEW

= RAMDOM ENTRY

= BE A COMTRIBUTOR

= 5IGN THE GUESTBO-OK
= EMAIL COMMENTS

= HOW CAN | HELP?

= TERMS5 OF USE

ERIC'S OTHER SITES &2

= QRDER BOOK HERE

= QRDER BOOK FROM
AMATON.COM


http://www.wolfram.com/
http://mathworld.wolfram.com/
http://www.wolfram.com/
http://www.wolfram.com/products/
http://www.wolfram.com/services/
http://www.wolfram.com/solutions/
http://library.wolfram.com/
http://www.wolfram.com/news/
http://store.wolfram.com/
http://www.wolfram.com/company/
http://www.wolfram.com/
http://scienceworld.wolfram.com/astronomy/
http://scienceworld.wolfram.com/biography/
http://scienceworld.wolfram.com/chemistry/
http://mathworld.wolfram.com/
http://scienceworld.wolfram.com/physics/
http://mathworld.wolfram.com/
http://mathworld.wolfram.com/topics/Topology.html
http://mathworld.wolfram.com/topics/RecreationalMathematics.html
http://mathworld.wolfram.com/topics/ProbabilityandStatistics.html
http://mathworld.wolfram.com/topics/NumberTheory.html
http://mathworld.wolfram.com/topics/HistoryandTerminology.html
http://mathworld.wolfram.com/topics/Geometry.html
http://mathworld.wolfram.com/topics/FoundationsofMathematics.html
http://mathworld.wolfram.com/topics/DiscreteMathematics.html
http://mathworld.wolfram.com/topics/CalculusandAnalysis.html
http://mathworld.wolfram.com/topics/AppliedMathematics.html
http://mathworld.wolfram.com/topics/Algebra.html
http://mathworld.wolfram.com/letters/
http://mathworld.wolfram.com/terms.html
http://mathworld.wolfram.com/helping.html
mailto:mathworld@wolfram.com
http://mathworld.wolfram.com/guestbook.html
http://mathworld.wolfram.com/contribute.html
http://mathworld.wolfram.com/random.html
http://mathworld.wolfram.com/whatsnew.html
http://mathworld.wolfram.com/faq.html
http://mathworld.wolfram.com/authors_note.html
http://mathworld.wolfram.com/about.html
http://www.ericweisstein.com/encyclopedias/
http://www.amazon.com/exec/obidos/ASIN/0849396409/weisstein-20
http://store.wolfram.com/view/book/ISBN0849396409.str
http://mathworld.wolfram.com/errors/faq.html#agent
http://mathworld.wolfram.com/errors/faq.html#copyright
http://mathworld.wolfram.com/errors/faq.html#mirrors
mailto:mathworld@wolfram.com

	IEPLOAPMAENPEHDNGDHAOMIKMBCGHCGF: 
	form1: 
	x: 
	f1: 
	f3: scienceworld_wolfram_com
	f4: http://mathworld.wolfram.com

	f2: 




