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THE ARTIFICIAL NEURAL NETWORK
(ANN)

1 Premise: complex computational operations can be implemented by
massive integration of individual components

1 Topology and interconnections are key: in many ANN systems,
spatial relationships between nodes have some physical relevance

1 Properties of large-scale systems: ANNs also reflect a growing body

of theory stating that large-scale systems built from a small unit need
not simply mirror properties of a smaller system (contrast fractals
and chaotic systems with digital filters)

Why Artificial Neural Networks?

1 Important physical observations:

— The human central nervous system contains 10" — 10" nerve
cells, each of which interacts with 10° — 10 other neurons

— Inputs may be excitatory (promote firing) or inhibitory
The Artificial Neuron — Nonlinear The HMM State — Linear
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TYPICAL THRESHOLDING FUNCTIONS- A
KEY DIFFERENCE

The input to the thresholding function is a weighted sum of the inputs:
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The output is typically defined by a nonlinear function:
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Sometimes a bias is introduced into the threshold function:
W .
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This can be renresented as an extra inout whose value is alwavs -1:
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RADIAL BASISFUNCTIONS

Another popular formulation involves the use of a Euclidean distance:

N
yi = S| Y -y -8 = S([we-y||,- 0
=1

Mote the parallel to a continuous distribution HMM.

This approach has a simple geometric interpretation:
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Another popular variant of this design is to use a Gaussian nonlinearity:

2
i

S(u) = e
What types of problems are such networks useful for?

» pattern classification (N-way choice; vector quantization)

» associative memory (generate an output from a noisy input;
character recognition)

» feature extraction (similarity transformations; dimensionality
reduction)
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We will focus on multilayer perceptrons in our studies. These have been
shown to be quite useful for a wide range of problems.
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MULTI-LAYER PERCEPTRONS

This architecture has the following characteristics:
« Network segregated into layers: N; cells per layer, L layers

« feedforward, or nonrecurrent, network (no feedback from the output of a
node to the input of a node)
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An alternate formulation of such a net is known as the learning vector
quantizer (L\VQ) — to be discussed later.

The MLP network, not surprisingly, uses a supervised learning algorithm.
The network is presented the input and the corresponding output, and must

learn the optimal weights of the coefficients to minimize the difference
between these two.
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The LVQ network uses unsupervised learning — the network adjusts itself
automatically to the input data, thereby clustering the data (learning the
boundaries representing a segregation of the data). LVQ is popular because
it supports discriminative training.

http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_42/lecture_42_04.html (2 of 2) [6/15/2002 10:30:56 AM]



LECTURE 42: NEURAL NETWORKS

WHY ARTIFICIAL NEURAL NETWORKS
FOR SPEECH?

« An ability to separate classes that are not linearly separable:
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A three-layer perceptron is required to determine arbitrarily-shaped decision
regions.

« Nonlinear statistical models

The ANN is capable of modeling arbitrarily complex probability
distributions, much like the difference between VQ and continuous

distributions in HMM.
* Context-sensitive statistics

Again, the ANN can learn complex statistical dependencies provided
there are enough degress of freedom in the system.

Why not Artificial Neural Networks? (The Price We Pay...)
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» Temporal relationships not explicitly modeled

And, of course, both of these are extremely important to the speech
recognition problem.
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MLP TRAINING: BACK PROPAGATION

By incorporating a nonlinear transfer function that is
differentiable, we can derive an iterative gradient descent
training algorithm for a multi-layer perceptron (MLP). This
algorithm is known as back propagation:

ALGORITHM 4.1: THE BACK PROPAGATION ALGORITHM

Step 1: Initialization: Set r =0 and choose initial weight matrices W for each layer. Let's de-

« th

note wj (r) as the weighting coefficients connecting i input node in layer k-1 and ;" out-

put node in layer & at time ¢ .
Step 2: Forward Propagation: Compute the values in each node from input layer to output layer
in a propagating fashion, fork =110 K

N
vj = sjgmgfd{wm (t)+ Z w; {f}l’f E ) “i""j (4?’2}
i=l

and v* is denoted asthe j* node inthe k" layer

where sigmoid(x) = ——
l+e

Step 3: Back Propagation: Update the weights matrix for each layer from output layer to input
layer according to:

(4.73)

W, (t+1) = w) (1) -« wn

where E = iu y,—o,|I* and (y,,¥s,...»,) is the computed output vector in Step 2.
fm=l

o is referred to as the learning rate and has to be small enough to guaraniee
convergence. One popular choice is 1/(¢+1) .

Step 4: Iteration: Let 7 = r +1. Repeat Steps 2 and 3 until some convergence condition is met.
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The MLP network has been the most popular architecture

for speech processing applications due to the existence of

robust training algorithms and its powerful classification
properties.
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RECURRENT NETWORKS: TOWARDSTIME
SYNCHRONOUS DECODING

To incorporate time synchronous behavior into a neural
network, we need some sort of feedback looop. The
architecture below s known as arecurrent network:
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A more popular version of thisisthe time delay neural
network (TDNN):
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These recurrent networks have been extremely
Important to allowing the integration of neural networks
Into the Markov moddl statistical framework we use in
speech recognition. Such systems are known as hybrid
systems.
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