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LECTURE 32: N-GRAM LANGUAGE MODELS 

●     Objectives: 

❍     Communication theory model of speech recognition 

❍     Statistical language models 

❍     N-gram language models 

❍     Perplexity 

This lecture combines material from the course textbook: 

X. Huang, A. Acero, and H.W. Hon, Spoken Language Processing - A Guide to 
Theory, Algorithm, and System Development, Prentice Hall, Upper Saddle River, 
New Jersey, USA, ISBN: 0-13-022616-5, 2001. 

and from this source: 

F. Jelinek, Statistical Methods for Speech Recognition, MIT Press, Boston, 
Massachusetts, USA, ISBN: 0-262-10066-5, 1998. 

http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_32/lecture_32_00.html
http://www.xml.com/pub/r/939
http://www.w3.org/TR/ngram-spec/
http://www.speech.sri.com/projects/srilm/


A NOISY COMMUNICATION CHANNEL MODEL
OF SPEECH RECOGNITION 

 



THE CHOMSKY HIERARCHY 

We can categorize language models by their generative capacity: 

Type of Grammar Constraints Automata

Phrase Structure A -> B 
Turing Machine
(Unrestricted) 

Context Sensitive aAb -> aBb 
Linear Bounded 
Automata
(N-grams, Unification) 

Context Free 

A -> B
Constraint:
  A is a non-terminal.
Equivalent to:
  A -> w
  A -> BC
  where "w" is a 
terminal;
  B,C are non-
terminals
  (Chomsky normal 
form) 

Push down automata
(JSGF, RTN, Chart 
Parsing) 

Regular 
A -> w
A -> wB
(Subset of CFG) 

Finite-state automata
(Network decoding) 

●     CFGs offer a good compromise between parsing efficiency and representational power. 

●     CFGs provide a natural bridge between speech recognition and natural language processing. 



N-GRAM LANGUAGE MODELS 

 



N-GRAM DISTRIBUTIONS FOR A
CONVERSATIONAL SPEECH (SWITCHBOARD) CORPUS 

 



PERPLEXITY AS A MEASURE OF COMPLEXITY 

 

 



PERFORMANCE VS. PERPLEXITY 

●     Though perplexity is not the best measure for task complexity, it provides some useful insights: 

Corpus Vocabulary Size Perplexity Word Error Rate 

TI Digits 11 11 ~0.0% 

OGI Alphadigits 36 36 8% 

Resource Management (RM) 1,000 60 4% 

Air Travel Information Service (ATIS) 1,800 12 4% 

Wall Street Journal 20,000 200 - 250 15% 

Broadcast News > 80,000 200 - 250 20% 

Conversational Speech > 50,000 100 - 150 30% 

●     Acoustic confusibility of highly probable and interchangeable words most often dominates performance. 

●     WER ~=  -12.37 + 6.48*log2(Perplexity) [William Fisher, NIST, May 2000] 


