
Return to Main 

Objectives 

Training:
  Independence 
  Inside Probability 
  Outside Probability 
  Accumulation 
  Reestimation Equation 

Recognition:
  Chart Parsing 
  Example 

On-Line Resources:
  Manning: Probabilistic Models of Language Structure 
  Manning: Statistical NLP 
  Gazdar: NLP 
  Stolcke: CFG Parsing 

LECTURE 30: PROBABILISTIC CONTEXT FREE GRAMMARS 

●     Objectives: 

❍     Training probabilistic context free grammars 

❍     Inside outside algorithm 

❍     Recognition using chart parsing 

This lecture combines material from the course textbook: 

X. Huang, A. Acero, and H.W. Hon, Spoken Language Processing - A Guide to 
Theory, Algorithm, and System Development, Prentice Hall, Upper Saddle River, 
New Jersey, USA, ISBN: 0-13-022616-5, 2001. 

http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/
http://www.sultry.arts.usyd.edu.au/cmanning/LAE/sld017.htm
http://nlp.stanford.edu/fsnlp/pcfg/fsnlp-pcfg-slides.pdf
http://www.cogs.susx.ac.uk/lab/nlp/gazdar/teach/nlp/nlpnode62.html
http://www.icsi.berkeley.edu/~stolcke/papers/cl95/node9.html


LECTURE 30: PROBABILISTIC CONTEXT FREE GRAMMARS 

●     Objectives: 

❍     Training probabilistic context free grammars 

❍     Inside outside algorithm 

❍     Recognition using chart parsing 

This lecture combines material from the course textbook: 
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TRAINING PROBABILISTIC CONTEXT FREE GRAMMARS (PCFG) 

 



INSIDE PROBABILITY CALCULATION 

 



OUTSIDE PROBABILITY CALCULATION 

 

 



ACCUMULATING COUNTS FOR RULE PROBABILITIES 

 



REESTIMATION EQUATION 

 



RECOGNITION: DATA-DIRECTED SEARCH VIA CHART PARSING 

 



A CHART PARSING EXAMPLE 

Initialization: 

 

After "Mary", the chart now has rules: 

●     "Name -> Mary" 
●     "NP -> Name" 
●     S -> NP o VP 

 

The chart after the entire sentence is parsed: 

 


