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LECTURE 29: FORMAL LANGUAGE THEORY 

●     Objectives: 

❍     Communication Theoretic Approach 

❍     Chomsky Hierarchy 

❍     Network Grammars 

❍     Production Rules 

This lecture combines material from the course textbook: 

X. Huang, A. Acero, and H.W. Hon, Spoken Language Processing - A Guide to 
Theory, Algorithm, and System Development, Prentice Hall, Upper Saddle River, 
New Jersey, USA, ISBN: 0-13-022616-5, 2001. 

and from this source: 

F. Jelinek, Statistical Methods for Speech Recognition, MIT Press, Boston, 
Massachusetts, USA, ISBN: 0-262-10066-5, 1998. 

http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/
http://cslu.cse.ogi.edu/HLTsurvey/ch1node8.html#SECTION16
http://www-rohan.sdsu.edu/~gawron/stat/
http://www.speech.sri.com/projects/srilm/
ftp://ftp.cs.cmu.edu/project/fgdata/CMU_SLM/CMU_SLM_Toolkit_V1.0_release.tar.Z
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A NOISY COMMUNICATION CHANNEL MODEL
OF SPEECH RECOGNITION 

 



LANGUAGE MODELING IS SIMILAR TO PLAYING
... WHEEL ... OF ... FORTUNE 

 



WORD PREDICTION IS CRITICAL 

 



SYNTACTIC CONSTRAINTS CAN IMPROVE PERFORMANCE 

 



EARLY ATTEMPTS WERE AD HOC 

 



NETWORK DECODING IS POPULAR FOR
COMMAND AND CONTROL APPLICATIONS 

 



ALTERNATE REPRESENTATIONS OF FINITE STATE AUTOMATON 

 

 

 



THE CHOMSKY HIERARCHY 

We can categorize language models by their generative capacity: 

Type of Grammar Constraints Automata

Phrase Structure A -> B 
Turing Machine
(Unrestricted) 

Context Sensitive aAb -> aBb 
Linear Bounded 
Automata
(N-grams, Unification) 

Context Free 

A -> B
Constraint:
  A is a non-terminal.
Equivalent to:
  A -> w
  A -> BC
  where "w" is a 
terminal;
  B,C are non-
terminals
  (Chomsky normal 
form) 

Push down automata
(JSGF, RTN, Chart 
Parsing) 

Regular 
A -> w
A -> wB
(Subset of CFG) 

Finite-state automata
(Network decoding) 

●     CFGs offer a good compromise between parsing efficiency and representational power. 

●     CFGs provide a natural bridge between speech recognition and natural language processing. 


