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o ODbjectives.
0 Review the EM algorithm

0 Introduce continuous mixture
densities

0 Understand why they are
useful 1n speech recognition

0 Develop reestimation
equations for the parameters of
amixture density
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LECTURE 25: CONTINUOUS MIXTURE DENSITIES

This lecture combines material from
the course textbook:

X. Huang, A. Acero, and H.W.
Hon, Sooken Language
Processing - A Guide to Theory,
Algorithm, and System
Development, Prentice Hall,
Upper Saddle River, New Jersey,
USA, ISBN: 0-13-022616-5,
2001.

and information found 1n most
standard speech textbooks:

J. Déller, et. a., Discrete-Time
Processing of Speech Sgnals,
MacMillan Publishing Co., |SBN:
0-7803-5386-2, 2000.
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ECE 8463: FUNDAMENTALSOF
SPEECH RECOGNITION

Professor Joseph Picone
Department of Electrical and Computer Engineering
Mississippi State University

email: picone@isip.msstate.edu
phone/fax: 601-325-3149; office: 413 Simrall
URL: http://www.isip.msstate.edu/resources/courses'ece 8463

Modern speech understanding systems merge interdisciplinary technologies from Signal
Processing, Pattern Recognition, Natural Language, and Linguistics into a unified
statistical framework. These systems, which have applications in awide range of signal
processing problems, represent arevolution in Digital Signal Processing (DSP). Once a
field dominated by vector-oriented processors and linear algebra-based mathematics, the
current generation of DSP-based systems rely on sophisticated statistical models
implemented using a complex software paradigm. Such systems are now capable of
understanding continuous speech input for vocabularies of hundreds of thousands of
words in operationa environments.

In this course, we will explore the core components of modern statistically-based speech
recognition systems. We will view speech recognition problem in terms of three tasks:
signal modeling, network searching, and language understanding. We will conclude our
discussion with an overview of state-of-the-art systems, and areview of available
resources to support further research and technology development.

Tar files containing a compilation of al the notes are available. However, thesefiles are
large and will require a substantial amount of time to download. A tar file of the html
version of the notesis available here. These were generated using wget:
wget -np -k -m
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current
A pdf file containing the entire set of lecture notesis available here. These were generated
using Adobe Acrobat.

Questions or comments about the material presented here can be directed to
hel p@isip.msstate.edu.

http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/ (1 of 2) [3/17/2002 9:52:48 PM]


http://www.isip.msstate.edu/publications/courses/ece_8463/
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_01/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_01/lecture_01.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_02/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_02/lecture_02.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_03/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_03/lecture_03.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_04/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_04/lecture_04.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_05/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_05/lecture_05.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_06/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_06/lecture_06.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_07/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_07/lecture_07.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_08/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_08/lecture_08.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_09/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_09/lecture_09.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_10/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_10/lecture_10.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_11/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_11/lecture_11.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_12/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_12/lecture_12.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_13/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_13/lecture_13.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_14/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_14/lecture_14.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_15/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_15/lecture_15.pdf
http://www.isip.msstate.edu/resources/courses/ece_8463
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_all/notes.html.tar.gz
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_all/notes.pdf.tar.gz
mailto:help@isip.msstate.edu

ECE 8463. FUNDAMENTALS OF SPEECH RECOGNITION
(html, pdf)

17: Spectral Normalization
(html, pdf)

Par ameterization:

18: Differentiation
(html, pdf)

19: Principal Components
(html, pdf)

20: Linear Discriminant Analysis
(html, pdf)

Acoustic M odeling:

21: Dynamic Programming
(html, pdf)

22: Markov Models
(html, pdf)

23: Parameter Estimation
(html, pdf)

24: HMM Training
(html, pdf)

25: Continuous Mixtures
(html, pdf)

26: Practical Issues
(html, pdf)

27: Decision Trees
(html, pdf)

28: Limitations of HMMs
(html, pdf)

L anguage M odeling:

http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/ (2 of 2) [3/17/2002 9:52:48 PM]


http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_16/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_16/lecture_16.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_17/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_17/lecture_17.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_18/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_18/lecture_18.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_19/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_19/lecture_19.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_20/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_20/lecture_20.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_21/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_21/lecture_21.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_22/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_22/lecture_22.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_23/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_23/lecture_23.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_24/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_24/lecture_24.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_25/lecture_25.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_26/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_26/lecture_26.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_27/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_27/lecture_27.pdf
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_28/index.html
http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_28/lecture_28.pdf

LECTURE 25: CONTINUOUS MIXTURE DENSITIES

LECTURE 25: CONTINUOUSMIXTURE
DENSITIES

o ODbjectives.
0 Review the EM algorithm
0 Introduce continuous mixture densities

0 Understand why they are useful in speech
recognition

0 Develop reestimation equations for the
parameters of a mixture density

This lecture combines material from the course
textbook:

http://www.isip.msstate.edu/publications/courses/ece_8463/lectures/current/lecture_25/lecture_25 00.html (1 of 2) [3/17/2002 9:52:48 PM]



EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

X Huang, A. Acero, and H.W. Hon, Spooken
Language Processing - A Guide to Theory,
Algorithm, and System Development, Prentice
Hall, Upper Saddle River, New Jersey, USA,
SBN: 0-13-022616-5, 2001.

and information found in most standard speech
textbooks:

J. Deller, et. al., Discrete-Time Processing of
Soeech Sgnals, MacMillan Publishing Co.,
|SBN: 0-7803-5386-2, 2000.
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LECTURE 23: PARAMETER ESTIMATION

THE EXPECTATION MAXIMIZATION
(EM) ALGORITHM

- The Expectation Maximization (EM) algorithm can be viewed as a
generalization of maximum likelihood parameter estimation (MLE) when the

data observed is incomplete. We observe some data v, and seek to maximize
P(Y = y|L). However, in order to do this, we need to know some hidden data x.

« We assume a parameter vector A and estimate the probability that each x
occurred in the generation of v. In this way, we can assume we observed the
pair (x. y) with probability P(X = x.Y = y|4).

» To compute the new A, we use the maximum likelihood estimate of 4.
= Does this process converge?

According to Bayes' rule:
P(X=xY=y|h) = P(X=x|Y = yA)P(Y = y|&)
The log likelhood can be expressed as:
logP(Y = y|&) = logP(X = x,¥ = y|Ah) - log P(X = x|¥ = y,)
We take the conditional expectation of logP(¥ = y|A) over X:

E, [logP(Y = y|R) |_,l.| P Z{P{X = x|¥ = yA))ogP(Y = y|A)
x

= logP(Y = y|A)
Combining the previous two expressions:
logP(Y = ¥|A) = EjllogP(X.Y = ¥|M)]yy o, — EyllogP(X|Y = v Mgy

.1-
= O(h, A)—H(A A)

The convergence of the EM algorithm lies in the fact that if we choose & such

that Q(A. L) = Q(4, ), then log P(¥ = y|R) = logP(Y = y|1).

This follows because we can show that H{A, L)< H({A, &) using a special case

b | i
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LECTURE 23: PARAMETER ESTIMATION

of Jensen's inequality {lp{i Mogpix)= l,r;{:t Moggix)).
A x

A summary of the procedureis:.

The EM Algorithm
Step 1: Choose an initial estimate A

Step 2: E-step: Compute auxiliary O -function Q(A, &) (which is also the
expectation of the log likelihood of the data) based on A.

Step 3: M-step: Compute A = arg max (A, &) to maximize the auxiliary
() -function.

Step 4: lteration: Set 4 = i, and repeat from Step 2 until convergence.
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LECTURE 24: HMM TRAINING

ESTIMATION EQUATIONS

The functions in our auxiliary functions  are of the form F(x) = z ylogx,
where Zxr. = 1. Using Lagrange multipliers, this function can be shown to

have a maximum value at x, = v,/ Z_v;. The model reestimation equations

that result from this nptirnizatinn are:

.
f"{t,_ =gk s
s FU.|MZ o o 1= IZ] ¥ i)
L T
Pty —H|M) ¥, (k)
P(y ]|L}z ’P' J IZHZl AKX

This is just the ratio of the expected number of transitions from state / to
state j and the expected number of transitions from state 7.

Similarly,
P(y | ;E PO 5, = ]300 E E 11D
'!;J.{U _ I_ I _ IE [1 ,”]f
P{! 8, = J|A) 170
P[}’[ |}'~}.rz | | rzl .I'Z‘] II

This is the ratio of the number of times the k™ observation vector was
emitted from state ; and the number of times any observation vector was
emitted from state ;.
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LECTURE 25: CONTINUOUS MIXTURE DENSITIES

CONTINUOUS PROBABILITY DENSITY
FUNCTIONS

The discrete HMM incorporates a discrete probability density function,
captured in the matrix 8, to describe the probability of outputting a symbol:

Bk ] £y .
output distribution for state k

AR

1 3 4 5 6+++Kk

Signal measurements, or feature vectors, are continuous-valued
MN-dimensional vectors. In order to use our discrete HMM technology, we
must wvector quantize (VQ) this data — reduce the continuous-valued
vectors to discrete values chosen from a set of M codebook vectors. Initially,
most HMMs were based on VQ front-ends. However, for the past 15 years
or so, the continuous density model has become widely accepted.

The likelihood of generating observation yp(1) in state ;7 is defined as:
DL = £y, (X0)1)

Mote that taking the negative logarithm of & ) will produce a log-likelihood,

or a Mahalanobis-like distance. But what form should we choose for f( )7
Let’s assume a Gaussian model, of course:

Sy 1) = {—~{y = (- u}}

1
."Err|EI-|
Mote that this amounts to assigning a mean and covariance matrix to each
state — a significant increase in complexity. However, shortcuts such as
variance-weighting can help reduce complexity.

Also, note that the log of the output probability at each state becomes

precisely the Mahalanobis distance (principal components) we studied at
the beginning of the course.
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LECTURE 25: CONTINUOUS MIXTURE DENSITIES

MIXTURE DENSITIES: A POWERFUL
MODELING TOOL

Of course, the output distribution need not be Gaussian, or can be
multimodal to reflect the fact that several contexts are being encoded into a
single state {maleffemale, allophonic variations of a phoneme, etc.). Much
like a VQ approach can model any discrete distribution, we can use a
weighted linear combination of Gaussians, or a mixture distribution, to
achieve a more complex statistical model.

bly|/) three mixtures

composite (offset)

—_— -

]
1
1 I, by

Mathematically, this is expressed as:

M
Jrlll{‘yll} N E Cim E'[J'j:"J‘.-.-r:’EfrJ-aj
|

In order for this to be a valid pdf, the mixture coefficients must be
nonnegative and satisfy the constraint:

M

Zf'- =1, 1€i<8
i

Hiom ]

Mote that mixture distributions add significant complexity to the system: m
means and covariances at each state.
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LECTURE 25: CONTINUOUS MIXTURE DENSITIES

PROBABILITY CALCULATIONS

Consider a Gaussian mixture density function
M

b9 = 2. by = 3, R0y Zy)
k=1 k=1
M
Recall that the mixture weights are constrained to sum to 1: Z cu = 1.
k=1
We can write the joint probability of the data and states given the model as:

T

p(¥,S|A) = l_[.-::_h o) = 2 z 2 H Lﬁrbﬂfirff.,r]iu,&,}

=1 == e
This can be considered the sum of the product of all densities with all possible
state sequences, S, and all possible mixture components, K:
Pl ¥. S8, ﬁr"}"] - H.'i.',u 15 -“:h-"rﬁ.'{y-".l}f?f'{r
and

p(XR) =Y Y p(¥,8 K|\

S Ke Q'
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LECTURE 25: CONTINUOUS MIXTURE DENSITIES

APPLICATION OF EM: OPTIMIZATION

We can write the auxiliary function:

= p(¥,S, K|L)
O(A|X) z ZT FTADS log(p(¥, S, K|L))
S KeQ

which has the expected decomposition:

T )
log(p(Y, 8, K[1)) = Y loga, + Y loghyy(y)+ Y logé, .
t=1 r=1 t=1

The auxiliary function has three components:

B N N M N M
QM) = ¥ Q)+ Y, Y 0 Wb+ Y Y 0, (i)

i=1 j=1k=1 f=1k=1

The first resembles the term we had for discrete distributions. The remaining
two terms are new:

.
Q.-g.ﬂ_{:"h E’_;L-] = z pls, = hk, = Jf| lrﬂliluugf:rjﬂylr]
t=1
and
r
0, (i) = D pls, = jik, = K| ¥ M)logé
t=1
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LECTURE 25: CONTINUOUS MIXTURE DENSITIES

REESTIMATION EQUATIONS

Maximization of O, _q{l, ﬁ_ ;1) requires differentiation with respect to the

parameters of the Gaussian: [u ik r jﬁ] . This results in the following equations:

I T
1 = 7 = a
SOV 3 p(¥.s,= ik =Ky, Y LGRy,
T L= _ =1
I'I'_Iflk 1 'j" T
p(Y|h) ZF“’- S = Js ky = k| M)y, Z &, k)
=1 o
| &
S e e e o s
T t=1
ik 7
I 4
PTVES z p(Y¥,s,= j. k, = k|h)y,
¢=1

T
z 'Zf[.lr-:- HU’; o ﬁjﬁ}{flr = Iflﬂ![ }-:-
gl

T
> LUk
=1
where C,(/, k) is computed as:
N

i=1

piY,s,=j k= .fr|;'l.}
pl¥|h)

G,k =

N
2 o7

=1
Similarly, we can reestimate the mixture coefficients using a similar equation:
€
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Mixture modelling, Clustering, Intrinsic classification, Unsupervised learning and Mixture modeling

Mixture Modelling page

Welcome to David Dowe's clustering and mixture modelling page. Mixture modelling (or mixture
modeling) concerns modelling a statistical distribution by a mixture (or weighted sum) of other
distributions. Mixture modelling is a'so known as

« unsupervised concept learning (in Artificia Intelligence)

« intrinsic classification (in Philosophy), or, classification

 Clustering

« numerical taxonomy In 1995, an |nternational Workshop on Mixtures (also here) was held.
Also, an e-mailing list exists for "Classification, clustering, and phylogeny estimation”, namely
(CLASS-L@CCVM.SUNY SB.EDU or) owner-class-| @CCVM.SUNY SB.EDU, as does
aWWW site for the International Federation of Classification Societies (IFCS),

aWWW site for the Classification Society of North America (CSNA),

aWWW site for the Societe Francophone de Classification (SFC),

aWWW site for the (Polish) Sekcja Klasyfikac]i i Analizy Danych PTS (SKAD) and
aWWW site for the (Dutch) Vereniging voor Ordinatie en Classificatie (VOC).

In 2001, there will be: Mixtures 2001, Recent Developments in Mixture Modelling, 23 - 28 July 2001,
Universitét der Bundeswehr, Hamburg, Germany. Deadline December 31, 2000. Most mixture modelling
Is done for mixtures of

« Normal (or Gaussian) distributions.
However, other distributions for which mixture modelling has been done include (e.g.) :

« the multinomia (Bernoulli or multi-category) distribution,

« the Poisson distribution and

« thevon Misescircular distribution. Bibliographies

Chris Fraley's Classification Bibliography.

Peter Macdonald's mixture distribution bibliography.

Fionn Murtagh (and CSNA)'s Classification Bibliographies.

Warren S. Sarle's selected Bibliography on Cluster Analysis.

Luis Talaveras Bibliography of Conceptua Clustering.

John Uebersax's Latent Class Analysis bibliography. Below we give lists of some available mixture
modellers of various distributions: On-Line Software for Clustering and Multivariate Analysis listed by
the CSNA.

Fionn Murtagh's list of Multivariate Data Analysis Software and

Fionn Murtagh's pointers to, and addresses of, lots of multivariate data analysis code.

Sti*ftware's links to clustering software.

Mixture modellers of Binomial distributions

See "Mixture modellers of Multinomial (or Bernoulli or multi-category) distributions" below. Mixture
modellers of Gamma distributions

"MIX". Commercia (see below). Mixture modellers of Gaussian distributions
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AutoClass (and Peter Cheeseman). Method: Bayesian.

Clustan: www.clustan.com.

COBWEB, by Doug H. Fisher.

ECOBWEB concept formation program.

John Wolfe's Normix (was here).

"MIX" Software Home Page (and About M1X) and mixture distribution bibliography. Commercial.
Snob software & ReadMe & documentation files), and |atest paper; by C Wallace and D. Dowe.
Snob Method: Bayesian, Minimum Message L ength (MML), information theory and Kolmogorov
complexity - see "Minimum Message L ength and Kolmogorov complexity”, Comp. J., 42:4. Snob

Features. Deals with missing data.
S. Akaho's EM algorithm with link to paper. Features. scale and shift parameters, JAVA demo'.

S. Akaho's program also does "line mixing".
Mike Alder (from CIIPS, U.W.A.)'s book (including some examples of the EM algorithm used for

Gaussian mixture modelling).
C. Ambroise et al.'s Constrained clustering and the EM algorithm software for spatial clustering (was

Constrained clustering and the EM algorithm).
S. Aylward's Mixture Modeling for Medical | mage Segmentation. Method: Permits mixture models

comprising infinitely many Gaussian components with continuous collective parameterizations.
Kaye Basford (co-author of mixture modelling book with (below) Geoff McL achlan)'s home page and

The Biometrics Unit (University of Queensland)'s publications.

R. A. Baxter and J. J. Oliver, Finding overlapping components with MML.

Hamparsum Bozdogan's home page.

Dr Carroll's Quasilikelihood estimation in measurement error models with correlated replicates paper. Dr
Carroll's Method: quasilikelihood estimations.

Complex Systems Computation group (CoSCo), U. of Helsinki. Home page and research projects.

D. Dacunha-Castelle and E. Gassiat's work, papers nos. 25 and 44. Method: Maximum Likelihood.
Petros Dellaportas (and Dimitris Karlis)'s (mixture modelling) papers. Dellaportas-Karlis mixture

modelling Method: Hierarchical, empirical Bayes, method of moments and simulation techniques.
David Dowe: See Snob by C. Wallace and D. Dowe. See dso R. Edwards and D. Dowe.

Russell Edwards and David Dowe have extended Snob to deal with single Gaussian factor analysis
(assuming total assignment) using MML.
Peter Green.

Cem Hocaoglu.
HTK Book (and links to chapters). Commercial. Entropic Cambridge Research Laboratory Ltd.

Michael Jordan's projects.

Murray Jorgensen's home page (link to MULTIMIX).

Geoff McLachlan isthe author of severa articles and ajoint book on mixture modelling (with (above)
Kaye Basford) and is currently completing EMMIX (MIXFIT) software, suitable for Max L'hood fitting

of Gaussians in discriminant and cluster analyses and many experimental situations. Permits
re-sampling-based tests and bootstrap-based standard error assessment. Some of G. McL achlan and

David Ped's data sets.
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Radford Neal's Bayesian Mixture Modeling by Monte Carlo Simulation and Markov Chain Sampling
Methods for Dirichlet Process Mixture Models. R. Neal's Method: Exhibits the true Bayesian predictive

distribution, not needing to decide on a"correct" no. of components.
Adrian Raftery's and Chris Fraley's Model-Based Clustering Software (MCLUST).

Christian Robert's ftp site.

Arthur C. Sanderson.
Rob Tibshirani's research, and T. Hastie & R. Tibshirani Gaussian mixture paper. T. Hastie

& R. Tibshirani's Method(s): Linear discriminant analysis, Maximum Likelihood, non-parametric.
Chris Wallace and David Dowe's Snob work (and software and ReadMe), and |atest paper - see Snob

above. Uses MML.

Mike West's publications. Mixture modellers of logistic distributions

Dr Carroll's A nonparametric mixture approach to case-control studies with errorsin covariables paper.
Dr Carroll's Method: nonparametric.

Dr Carroll's Segmented regression with errors in predictors paper. Dr Carroll's Method: semiparametric

& parametric. Linear and logistic distributions. Mixture modeller s of log-Normal distributions
See "Mixture modellers of Gaussian distributions’ above. Mixture modellers of Multinomial (or
Bernoulli or multi-category) distributions

Snaob, by Chris Wallace and David Dowe - see Snob above, under "Gaussian”. Uses MML.

Murray Jorgensen's home page (see above, or link to MULTIMIX).
Martin Puterman's home page, with several of his papers, data and codes. M. Puterman has worked on

mixture models for discrete data. Method: Maximum Likelihood and penalised likelihood.
John Uebersax's Latent Class Analysis page has FAQs, bibliographies, software links, examples, and

some of his papers and programs (including MIXBIN, which estimates a mixture of binomials). Mixture

modellers of Normal distributions
See "Mixture modellers of Gaussian distributions" above. Mixture modeller s of Poisson distributions
Snob, by Chris Wallace and David Dowe - see Snob above, under "Gaussian". Uses MML.

Petros Dellaportas's home page. Mixture modellers of von Misescircular distributions
Snob, by Chris Wallace and David Dowe - see Snob above, under "Gaussian”. Uses MML. Mixture

modellers of Welbull distributions
"MIX". Commercial (see above). Mixture modellersof Other distributions and Miscellaneous

Shotaro Akaho's EM agorithm (with link to paper) for "line mixing" (see above).

M. Black and A. Jepson's Mixture Models for Optical Flow Computation. Explores use of mixture
models to represent optical flow in image regions containing multiple motions due to occlusion and
transparency.

Sara van de Geer's Home page. Method: General mixing models, maximum likelihood, asymptotic
normality of linear functionals of the mixing distribution.

IBM'sCViz.

D. Ladlaw, K. Fleischer + A. Barr, Classn of MRI Datafor Geometric Modeling and Visualization.

Laidlaw, Fleischer and Barr's Method: Bayesian Mixture Classification.
Christian Lenart's (fuzzy) clustering page and description of software.

MEME software for finding patterns in DNA and protein sequences.
MIT (Germany)'s DataEngine Product Family page. Method: Fuzzy clustering. Commercial.
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NSWC Advanced Computational Technology Group's pattern recognition and classification, including

work on mixtures based density estimation applied to statistical pattern recognition and image
processing, e.g. J. Solkaand W. Poston's Visualization of Finite and Adaptive Mixtures Models -

Univariate Examples.

Adrian Raftery's clustering and spatial point pattern research and group on clustering and Bayesian
model selection.

SPIDER is alarge image processing system for electron microscopy, including multivariate statistical

classification and cluster analysis. Commercial.

SUBDUE, by Diane J. Cook and Lawrence B. Holder. Method: Hierarchical clustering usingaMDL
heuristic to iteratively identify subgraphs within a graph that minimally compress the input graph.
M. Afzal Upal's publications on comparison(s) of non-hierarchical unsupervised classification
algorithms.

Datalinks

Some data links; and Geoff McL achlan and David Peel's "Finite Mixture Models" and data sets.

Of possible interest
Statistical Society of Canada Case Studies in Data Analysis for 2000 and Mixtures Plus - Case Studies.

StatLib Index (from the Carnegie Mellon University Statistics Department).

Tien-Sien Lim's "Tree-Structured & Rules Induction Programs Homepage'

Kevin Murphy's list of free Bayes net software.

Data Mining Information, maintained by Graham Williams.

Online Machine L earning Resources, maintained by the ML Group at the Austrian Research Institute for
Artificial Intelligence (OFAI), Vienna, Austria.

Artificial Intelligence Resources, maintained by NRC-CNRC Institute for Information Technology.

A Guide to the Web for Statisticians (was A Guide to the Web for Statisticians), maintained by Gordon
Smyth.

Autonomous Agents '97 Related Sites.

Al Intelligence (and here)'s Al Information Bank. Commercial.

International Rough Set Soc'y, U. Regina's Electronic Bulletin of the Rough Set Community pages.
Bayesian Knowledge Discoverer (BKD), by Marco Ramoni and Paola Sebastiani: A program for model

selection with missing data using directed graphical models and discrete variables.
http://www.gamma.rug.nl iec ProrGAMMA.

http://www.eco.rug.nl/medewerk/WEDEL /dides/segmenta/sld001.htm slides on Market segmentation
with mixture models.

NASA Data Archive and Distribution Service.

Michael Carley's (acoustics and acoustic mixing) home page.

Feeding the world: www.thehungersite.com, www.TheRainforestSite.com and other do-goody sites.

This (mixture modelling, clustering, unsupervised concept learning, intrinsic classification and numerical
taxonomy) page http://www.csse.monash.edu.au/~dld/mixture.modelling.page.html was put together by
Dr. David Dowe, Dept. of Computer Science, Monash University, Clayton, Vic. 3168, Australia
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The Sphinx3 trainer can be used to train both semi-continuous and continuous HMMs.
THE DIFFERENCE BETWEEN DISCRETE, SEMI-CONTINUOUS AND CONTINUOUS MODELS

Discrete models

The vector space is partitioned into N regions and every vector isreplaced by the numerical identifier
(id) of theregion it belongs to. In the discrete HMM for a phone, each state distribution is a histogram
(with N bins) of the occurence-frequency of each region. Here we are essentially assuming that all data
within aregion are equally probable.

The process of partitioning a vector space into regions and replacing each vector by a representative from
theregion it belongs to is referred to as "vector quantization".

Semi-continuous models

The essential conceptual difference between discrete and semi-continuous modelsisthat all data within a
bin are not assumed to be equi-probable in semi-continuous models. Instead, we assign a probability
density to all datawithin abin.

In semi-continuous models the vector space is partitioned into N regions as in the case of discrete
models. However there are several differences. Partitions are not rigid, and do not have clear boundaries.
Instead, the data vectors are used to compute a mixture of N parametric distributions, usualy Gaussians,
and each of these N distributions are visualized as representing the distribution of data within a particular
partition. It isimportant to note that the partitioning itself is not explicitly done. It is assumed that the
data belonging to any state of any HMM come from these various partitions in proportions that are
characteristic of that state. However, within any partition, the distribution of datais dependent only on
the partition and not on the state. The state distribution of any state is thus ssmply a sum of the N
distributions (representing each of the partitions) weighted by the true fraction of data points from that
state which came from the partitions.

Here, the underlying "truth" about the distribution associated with any state of an HMM isthat, had one
had all possible examples of the realization of that state, and explicit knowledge of which partition each
of these vectors came from, then the true distribution of the state could be approximated as a sum of the
N partitions weighted by the fraction of vectors from that state belonging to each partition. This "true"
fraction iswhat we are trying to estimate from the limited data that we see, using the limited knowledge
that we have of the data belonging to that state.

From the point of view of each vector, we do not associate a unique partition with any vector. Instead, we
assign to the vector a probability of belonging to any partition. Thus every vector has a probability
distribution associated with it, composed of the probabilities of belonging to each of the N partitions.
During the training process these probability distributions associated with the vectors belonging to any
state of any HMM are aggregated to give a single histogram, which is normalized to give the "mixture
weight" distribution for that state. The probability distributions are also used simultaneously to update
the parameters of the distribution associated with each partition of the vector space.

For avector, the notion of "belonging to a state” is not absolute. It can only be absolute if the process of
generation of the vectors were known at every stage to an observer. Thisis further compounded by the
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fact that the assumed model itself may be inaccurate. In other words, we cannot assign any vector
exclusively to a particular state of an HMM. Instead, we can associate a probability of it having being
generated by distribution of any state. A simple example to clarify thisis asfollows: If we took a mixture
of 3 Gaussians and used one of them to generate a vector, we could assign an absolute probablity to that
vector of belonging to its generating Gaussian. This assignment comes merely because we know which
Gaussian generated the vector. Once the vector was generated, and that underlying knowledge obscured
from an observer, the observer could at best assign probabilities of the vector having been generated
from each of the 3 Gaussians. The observer's assignments could never be more specific than thisin the
absence of any other knowledge. However, the fact remains that the vector did indeed come from one of
the 3 Gaussians, we simply cannot exploit the fact. We have to make guesses.

Here isagood practical approximation to Semi-continuous HMMs. It is not theoretically completely
accurate (and not what the Sphinx does), but if you implemented this it would work too (though not as
well as the theoretically correct version discussed above). In this approximation the vector spaceis
explicitly partitioned into N parts and a histogram is constructed for every state of every hmm. This
histogram is based on the counts of vectors that correspond to each partition. The vectors themselves are
not replaced. Once all histograms are computed, the hmms are used to re-estimate the boundaries of the
N partitions of the vector space. In order to do this, each partition is associated with a parametric
distribution with its parameters computed from the vectorsin that partition. The final models are in the
form of parameters of the final distributions of the partitions (which form the final codebook) and the
histograms or "mixture-weights" corresponding to each model. Also associated with each "base" acoustic
unit modeled is atransition probabilities matrix. All "higher-level" acoustic units which may have been
formed by some combination of the "base" acoustic units use the transition matrix of the base acoustic
unit they are chiefly associated with. Triphones, quinphones, diphones etc. fall into the "higher-level”
units category. A triphone, for example, is chiefly associated with its central phone.

Continuous models

In continuous HMM s the partitioning of the vector space isitself state-specific, unlike semi-continuous
models where the partitioning is unique and shared by all states. More about this later...

THE ALGORITHM USED FOR BUILDING TREES

simple split (ssplit) (sequence in which this step is done),
compound split (csplit) (sequence in which this step is done)
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ssplit(2),csplit(4) ssplit(3),csplit(2)

ssplit(8) ssplit(9) | |

ssplit(6) ssplit(7) ssplit(10) ssplit(11)
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About this document

Thislist of references has been obtained by searching in alarge bibliographic database for entries which
featured the words Hidden and Markov (or the acronym HMM) in their title. Only the reference
corresponding to review papers published after 1989 and before the end of 2000 have been retained here.
Basically, thelist contains all the references matching the above criteria. | however had to revise
somehow this policy for references concerning speech processing since there were too many of them
(which meansthat | pruned approximately 20% of the speech references, usually older and/or hard to
find ones).
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Ten years of HMMs

Because there are quite a number of references (about 360), | have tried to sort them according to some
categories. General isfor anything that is about the model in general and does not appear to be
connected to a particular application. Applicationsisthe other main category. Some of the
sub-categories overlap to some extent (Signal and Communications, or Image and Text recognition, for
instance). Other applicationsis the sub-category for ““unusual”" applications (those that appear only
rarely). In each category, the references are sorted in reversed time order (the more recent coming first).

Thisisthe third (and, presumably, final) version of this document: The one dated 1997 does not contain
any reference for the period 1997-2000 (!) - about one hundred references have been added since then;
The other one, dated February 2001, is amost identical to thisfinal version.

This document isavailable at addressht t p: / / www si g. enst . fr/ ~cappe/ inHTM.,,
gz- conpressed postscript andpdf formats.

1 General

1. "Bayesian inference in hidden Markov models through the reversible jump Markov chain Monte
Carlo method", C. P. Robert, T. Ryden, D. M. Titterington, Journal of the royal statistical society.
serie, 62(1), p. 57, 2000.

2. Generalized adaptive exponential smoothing of observations from an ergodic hidden Markov
model", U. Herkenrath, Journal of applied probability, 36(4), p. 987, dec 1999.

3. Stochastic Sampling Algorithms for State Estimation of Jump Markov Linear Systems”, A.
Doucet, A. Logothetis, V. Krishnamurthy, | EEE transactions on automatic control, 45(2), p. 188,
feb 2000.

4. “Training Hidden Markov Models with Multiple Observations-A Combinatorial Method", X. Li,
M. Parizeau, R. Plamondon, |EEE transactions on pattern analysis and machin., 22(4), p. 371, apr
2000.

5. TExponential Forgetting and Geometric Ergodicity in Hidden Markov Models’, Le Gland, F. , L.
Mevel, Mathematics of control, signals, and systems .., 13(1), p. 63, 2000.

6. A Simple Hidden Markov Model for Bayesian Modeling with Time Dependent Data’, G.
Meeden, S. Vardeman, Communications in statistics. theory and methods, 29(8), p. 1801, 2000.

7. " Application of Extreme Value Theory to Level Estimation in Nonlinearly Distorted Hidden
Markov Models", K. Dogancay, V. Krishnamurthy, |EEE transactions on signal processing, 48(8),
p. 2289, aug 2000.

8. " Filtering on Hidden Markov Models’, N.S. Kim, D.K. Kim, IEEE signal processing letters, 7(9),
p. 253, sep 2000.

9. "'Likelihood-Ratio Tests for Hidden Markov Models', P. Giudici, T. Ryden, P. Vandekerkhove,
Biometrics, 56(3), p. 742, sep 2000.

10. " Asymptotic Smoothing Errors for Hidden Markov Models’, L. Shue, B. D. O. Anderson, F. De
Bruyne, |EEE transactions on signal processing, 48(12), p. 3289, dec 2000.

11. Confidence intervals for hidden Markov model parameters’, 1. Visser, M. E.J. Raijakers, P. C.M.
Molenaar, British journal of mathematical and statistical., 53(2), p. 317, nov 2000.
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12. " State Learning and Mixing in Entropy of Hidden Markov Processes and the Gilbert-Elliott
Channel”, B.M. Hochwald, P.R. Jelenkovic, |EEE transactions on information theory, 45(1), p.
128, jan 1999.

13. "On white noises driven by hidden Markov chains’, C. Francg, M. Roussignol, Journal of time
series analysis., 18(6), p. 553, nov 1997.

14. “"From Wiener to Hidden Markov Models', B.D.O. Anderson, |EEE control systems magazne.,
19(3), p. 41, jun 1999.

15. "~ The Redlization Problem for Hidden Markov Models’, B.D.O. Anderson, Mathematics of
control, signals, and systems :., 12(1), p. 80, 1999.

16. "Online Estimation of Hidden Markov Models', J.C. Stiller, G. Radons, |EEE signal processing
letters, 6(8), p. 213, aug 1999.

17. "Hidden Markov Model State Estimation with Randomly Delayed Observations®, J.S. Evans, V.
Krishnamurthy, |EEE transactions on signal processing, 47(8), p. 2157, aug 1999.

18. “"Asymptotic normality of the maximum likelihood estimator in state space models”, J. L. Jensen,
N. V. Petersen, Annals of statistics, 27(2), pp. 514-535, 1999.

19. Generaized Hidden Markov Models-Part I: Theoretical Frameworks', M.A. Mohamed, P.
Gader, |EEE transactions on fuzzy systems, 8(1), p. 67, feb 2000.

20. "Generalized Hidden Markov Models-Part 11", M.A. Mohamed, P. Gader, |EEE transactions on
fuzzy systems, 8(1), p. 82, feb 2000.

21. "Recursive Kalman-type optimal estimation and detection of hidden Markov chains’, E.
Baccardlli, R. Cusani, Sgnal processing, 51(1), p. 55, may 1996.

22. Factorial Hidden Markov Models®, Zoubin Ghahramani, Michael 1. Jordan, Machine learning.,
29(2 1 3), p. 245, nov 1997.

23. "Heavy Tailed Hidden Semi-Markov Models', S. Resnick, A. Subramanian, Communicationsin
statistics. Stochastic models., 14(1/ 2), p. 319, 1998.

24. "Kaman filtering for linear systems with coefficients driven by a hidden Markov jump process’,
B. M. Miller, W. J. Runggaldier, Systems & control letters, 31(2), p. 93, jul 1997.

25. A Comparison Between Optimal and Kalman Filtering for Hidden Markov Processes’, L. B.
White, IEEE signal processing letters, 5(5), p. 124, may 1998.

26. "Hidden Markov chainsin generalized linear models’, T. Rolf Turner, Murray A. Cameron, Peter
J. Thomson, The Canadian journal of statistics, 26(1), p. 107, mar 1998.

27. "Belief networks, hidden Markov models, and Markov random fields: A unifying view", P.
Smyth, Pattern recognition letters, 18(11/ 13), p. 1261, nov 1997.

28. "The Hierarchical Hidden Markov Model: Analysis and Applications’, S. Fine, Y. Singer, N.
Tishby, Machine learning, 32(1), p. 41, jul 1998.

29. "On Identification of States of a Sequence Generated by a Hidden Markov Model", |. A.
Boguslavskii, M. Y u. Borodovskii, Journal of computer and systems sciencesinterna., 37(4), p.
551, jul 1998.

30. "Asymptotic normality of the maximum-likelihood estimator for general hidden Markov models”,
Peter J. Bickel, Yaacov Ritov, Tobias Ryden, The annals of statistics, 26(4), p. 1614, aug 1998.

31. Estimating Rate Constants in Hidden Markov Models by the EM Algorithm”, S. Michalek, J.
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48.

49.

50.

Sl

Timmer, |[EEE transactions on signal processing, 47(1), p. 226, jan 1999.

A local limit theorem for hidden Markov chains', M. Maxwell, M. Woodroofe, Satistics &
probability letters, 32(2), mar 1997.

“"Probabilistic Independence Networks for Hidden Markov Probability Models®, P. Smyth, D.
Heckerman, M. Jordan, Neural computation, 9(2), feb 1997.

““Computing the observed information in the hidden Markov model using the EM agorithm", J.
Hughes, Satistics & probability letters, 32(1), feb 1997.

“On identifiability and order of continuous-time aggregated Markov chains, Markov-modul ated
Poisson processes, and phase-type distribution”, T. Ryden, Journal of applied probability, 33(3),
sep 1996.

“Partially Hidden Markov Models’, S. Forchhammer, J. Rissanen, |EEE transactions on
information theory, 42(4), jul 1996.

" Estimation for hidden Markov random fields', R. Elliott, L. Aggoun, Journal of statistical
planning and inference, 50(3), mar 1996.

“"On the use of quasi-likelihood for estimation in hidden-Markov random fields", C. Heyde,
Journal of statistical planning and inference, 50(3), mar 1996.

“"Time Discretization of Continuous-Time Filters and Smoothers for HMM Parameter
Estimation”, M. James, V. Krishnamurthy, F. Le Gland, |EEE transactions on information theory,
42(2), mar 1996.

““lterative and Recursive Estimators for Hidden Markov Errors-in-Variables Models", V.
Krishnamurthy, A. Logothetis, | EEE transactions on signal processing, 44(3), mar 1996.

“"Equivalence of Linear Boltzmann Chains and Hidden Markov Models’, D. MacKay, Neural
computation, 8(1), jan 1996.

“"Bayesian classification of hidden markov models’, A. Kehagias, Mathematical and computer
modelling, 23(5), 1996.

“"An Efficient Calculation of the Moments of Matched and Mismatched Hidden Markov Models",
M. Karan, B. Anderson, R. Williamson, | EEE transactions on signal processing, 43(10), oct 1995.

“"Nonstationary hidden Markov model”, B. Sin, Sgnal processing, 46(1), sep 1995.

Risk-sensitive filtering and smoothing for hidden Markov models’, S. Dey, J. Moore, Systems &
control letters, 25(5), aug 1995.

“"Hidden Markov random fields", H. Kunsch, S. Geman, A. Kehagias, The annals of applied
probability, 5(3), aug 1995.

“"Finite-dimensional models for hidden Markov chains’, L. Aggoun, R. Elliot, Advancesin applied
probability, 27(1), mar 1995.

“"Recursive Estimation for Hidden Markov Models. A Dependent Case”, R. Elliott, Sochastic
analysis and applications, 13(4), 1995.

“"On-Line Identification of Hidden Markov Models via Recursive Prediction Error Techniques®, 1.
Callings, V. Krishnamurthy, J. Moore, | EEE transactions on signal processing, 42(12), dec 1994.

“"Consistent and asymptotically normal parameter estimates for hidden Markov models’, T.
Ryden, The annals of statistics, 22(4), dec 1994.

" Estimation of the Parameters of Hidden Markov Models of Noiselike Signals with Abruptly
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64.

65.

66.

67.

68.

69.

Changing Probabalistic Properties |1. Estimation of the Structural Parameters.”, T. Ivanova, V.
Mottl, I. Muchnik, Automation and remote control, 55(10), oct 1994,

" Estimation of the Parameters of Hidden Markov Models of Noise-Like-Signals with Abruptly
Changing Probabilistic Properties |. Structure of a Model and Estimation of Its Quantitative
Parameters.”, T. Ivanova, V. Mottle, I. Muchnik, Automation and remote control, 55(9), sep 1994.

A Strong Separation Principle for Stochastic Control Systems Driven by a Hidden Markov
Model", R. Rishel, SAM journal on control and optimization, 32(4), jul 1994.

“"Order Estimation and Sequential Universal Data Compression of a Hidden Markov Source by the
Method of Mixtures®, C. Liu, P. Narayan, | EEE transactions on information theory, 40(4), jul
1994.

““Smooth On-Line Learning Algorithms for Hidden Markov Models®, P. Baldi, Y. Chauvin,
Neural computation, 6(2), mar 1994.

“Exact Adaptive Filters for Markov Chains Observed in Gaussian Noise", R. Elliot, Automatica,
30(9), 1994.

“On-Line Estimation of Hidden Markov Model Parameters Based on the Kullback-L eibler
Information Measure”, V. Krishnamurthy, J. Moore, | EEE transactions on signal processing,
41(8), aug 1993.

“"Bayesian estimation of hidden Markov chains: A stochastic implementation”, C. Robert, G.
Celeux, J. Diebolt, Statistics & probability letters, 16(1), jan 1993.

“"Finite dimensional predictors for hidden Markov chains’, L. Aggoun, R. Elliott, Systems &
control letters, 19(5), nov 1992.

“"Switched Scalar Quantizers for Hidden Markov Sources', D. Goblirsch, N. Farvardin, IEEE
transactions on information theory, 38(5), sep 1992.

“ldentifiability of Hidden Markov Information Sources and Their Minimum Degrees of Freedom”,
H. Ito, S. Amari, K. Kobayashi, | EEE transactions on information theory, 38(2), mar 1992,

“"Maximum-likelihood estimation for hidden Markov models”, B. Leroux, Sochastic processes
and their applications, 40(1), feb 1992.

T Estimation of parametersin hidden Markov models', W. Qian, D. Titterington, Philosophical
transactions of the Royal Society, 337(1647), dec 1991.

“Universa Classification for Hidden Markov Models', N. Merhav, | EEE transactions on
infor mation theory, 37(6), nov 1991.

A Simulation-Based Estimator for Hidden Markov Random Fields', A. Veijanen, IEEE
transactions on pattern analysis and machin, 13(8), aug 1991.

“Equivalence of Hidden Markov Models®, K. Kabayashi, S. Amari, H. Ito, Electronics and
communicationsin Japan. Part 3, 74(7), jul 1991.

“ldentifiability of Hidden Markov Processes and Their Minimum Degrees of Freedom™, H. Ito, S.
Amari, K. Kobayashi, Electronics and communications in Japan. Part 3, 74(7), jul 1991.

" The Moments of Matched and Mismatched Hidden Markov Models’, R. Streit, IEEE
transactions on acoustics, speech, and sig, 38(4), apr 1990.

A Minimum Discrimination Information Approach for Hidden Markov Modeling”, Y. Ephraim,
A. Dembo, L. Rabiner, |EEE transactions on information theory, 35(5), sep 1989.

http://www-sig.enst.fr/~cappe/docs/hmmbib.html (5 of 22) [3/17/2002 9:52:57 PM]



Ten years of HMMs

2 Applications

2.1 Acoustics

1.

2.

3.

“Automatic Segmentation of Acoustic Musical Signals using Hidden Markov Models”, C.
Raphael, |EEE transactions on pattern analysis and machin., 21(4), p. 360, apr 1999.

“Automatic Classification of Environmental Noise Events by Hidden Markov Models', C.
Couvreur, V. Fontaine, C.G. Mubikangiey, Applied acoustics, 54(3), p. 187, 1998.

“"Automated recognition of bird song elements from continuous recordings using dynamic time
warping and hidden Markov models: A comparative study", Joseph A. Kogan, Daniel Margoliash,
Journal of the acoustical society of america, 103(4), p. 2185, apr 1998.

“Transient sonar signal classification using hidden markov models and neural nets’, a. Kundu, G.
Chen, C. Persons, |IEEE journal of oceanic engineering, 19(1), jan 1994.

2.2 Bilosciences

1.

“ldentification of Hidden Markov Models for lon Channel Currents-Part 111: Bandlimited Sampled
Data’, L. Venkataramanan, R. Kuc, F.J. Sigworth, |EEE transactions on signal processing, 48(2),
p. 376, feb 2000.

“"Modeling and predicting transcriptional units of Escherichia coli genes using hidden Markov
models’, T. Yada, M. Nakao, K. Nakai, Bioinformatics, 15(12), p. 987, 1999.

" Detecting homogeneous segments in DNA sequences by using hidden Markov models®, R.J.
Boys, D.A. Henderson, D.J. Wilkinson, Applied statistics, 49(2), p. 269, 2000.

“"Hidden Markov model approach for identifying the modular framework of the protein
backbone", A. C. Camproux, P. Tuffery, S. Hazout, Protein engineering, 12(12), p. 1063, dec
1999.

“Application of a Hidden Markov Model and Dynamic Programming for Gene Recognition in
DNAs of Bacteriaand Viruses', M. Yu. Borodovskii, A.A. Melikyan, A. M. Shmatkov, Journal of
computer and systems sciences interna., 39(1), p. 155, jan 2000.

“"Bayesian Fine-Scale Mapping of Disease Loci, by Hidden Markov Models", A.P. Morris, J.C.
Whittaker, D.J. Balding, American journal of human genetics, 67(1), p. 155, jul 2000.

“PSI-BLAST searches using hidden Markov models of structural repeats: prediction of an unusual
sliding DNA clamp and of Beta-propellersin UV-damaged DNA-binding protein”, A.F. Neuwald,
A. Poleksic, Nucleic acids research, 28(18), p. 3570, sep 2000.

“"Analyzing patterns between regular secondary structures using short structural building blocks
defined by a hidden Markov model”, A.C. Camproux, P. Tuffery, S. Hazout, Theoretical chemistry
accounts, 101(1/ 3), p. 33, 1999.

“"Hidden Markov Model to Extract Leucine Zipper Motif", Y ukiko Fujiwara, Minoru Asogawa,
Akihiko Konagaya, Nec research & development, 38(3), p. 359, jul 1997.
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14.

15.
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17.

18.

19.

20.

21.

22.

23.

24,
25.

26.

27.

“"Recognizing the Pleckstrin homology domain fold in mammalian phospholipase D using hidden
Markov models’, P.G. Holbrook, V. Geetha, P.J. Munson, FEBS | etters. , 448(2/ 3), p. 269, apr
1999.

“"Markov Models and Heart Rate Variability Hidden Dynamic", R. Silipo, G. Deco, R. Vergassola,
Computersin cardiology., , p. 337, 1998 v 25.

“"Hidden Markov Models That Use Predicted Secondary Structures For Fold Recognition®,
Jeanette Hargbo, Arne Elofsson, Proteins, 36(1), p. 68, 1999.

“"A Characterization of HRV's Nonlinear Hidden Dynamics by Means of Markov Models”, R.
Silipo, G. Deco, C. Gremigni, |EEE transactions on biomedical engineering, 46(8), p. 978, aug
1999.

“"On identification of Na+ channel gating schemes using moving-average filtered hidden Markov
models’, S. Michalek, H. Lerche, J. Timmer, European biophysics journal, 28(7), p. 605, 1999.

“Meta-MEME: Motif-based hidden Markov models of protein families’, W. N. Grundy, T. L.
Bailey, M. E. Baker, Computer applications in the biosciences, 13(4), p. 397, aug 1997.

“"Fold Recognition Using Predicted Secondary Structure Sequences and Hidden Markov Models
of Protein Folds", Di Francesco, Vaentina, V. Geetha, Peter J. Munson, Proteins, , p. 123, 1997
suppl.

“"Predicting Protein Structure Using Hidden Markov Models”, Kevin Karplus, Kimmen Sjolander,
Chris Sander, Proteins, , p. 134, 1997 suppl.

“ldentification of Hidden Markov Models for lon Channel Currents-Part |: Colored Background

Noise", L. Venkataramanan, J. L. Walsh, F. J. Sigworth, |EEE transactions on signal processing,
46(7), p. 1901, jul 1998.

“ldentification of Hidden Markov Models for lon Channel Currents-Part 11: State-Dependent
Excess Noise", L. Venkataramanan, R. Kuc, F. J. Sigworth, |EEE transactions on signal
processing, 46(7), p. 1916, jul 1998.

“"Predicting Peptides That Bind to MHC Molecules Using Supervised Learning of Hidden Markov
Models', Hiroshi Mamitsuka, Proteins, 33(4), p. 460, 1998.

“"Hidden Markov Model Analysis of Motifsin Steroid Dehydrogenases and Their Homologs', W.
Grundy, T. Bailey, M. Baker, Biochemical and biophysical research communicati, 231(3), feb
1997.

“"Hybrid Modeling, HMM/NN Architectures, and Protein Applications’, P. Baldi, Y. Chauvin,
Neural computation, 8(7), oct 1996.

A hidden Markov model approach to neuron firing patterns’, A. Camproux, F. Saunier, G.
Thomas, Biophysical journal, 71(5), nov 1996.

“"Hidden Markov models®, S. Eddy, Current opinion in structural biology, 6(3), jun 1996.
“"Hidden Markov models for sequence analysis. extension and analysis of the basic method”, R.
Hughey, A. Krogh, Computer applications in the biosciences : cabi, 12(2), apr 1996.

A Hidden Markov Model Approach to Variation Among Sites in Rate of Evolution™, J.
Felsenstein, G. Churchill, Molecular biology and evolution, 13(1), jan 1996.

“Tree-Based Maximal Likelihood Substitution M atrices and Hidden Markov Models', G.
Mitchison, R. Durbin, Journal of molecular evolution, 41(6), dec 1995.
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28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

“"Fold Recognition and Ab Initio Structure Predictions Using Hidden Markov Models and
beta-Strand Pair Potentials’, T. Hubbard, J. Park, Proteins, 23(3), 1995.

“"A hidden Markov model that finds genesin Ecoli DNA.", D. Haussler, A. Krogh, I. Mian,
Nucleic acids research, 22(22), nov 1994.

“"Heart Signal Recognition by Hidden Markov Models: The ECG Case", L. Thoraval, G. Carraullt,
J. Bellanger, Methods of information in medicine. methodik de, 33(1), mar 1994.

“"Hidden Markov Models in Computational Biology. Applications to Protein Modeling."”, A.
Krogh, M. Brown, |I. Mian, Journal of molecular biology, 235(5), feb 1994.

“Analysing ion channels with hidden Markov models', J. Becker, J. Honerkamp, J. Hirsch,
Pflugers archiv. european journal of physiology, 426(3/4), feb 1994.

“"Hidden Markov models of biological primary sequence information”, P. Baldi, Y. Chauvin, T.
Hunkapiller, Proceedings of the National Academy of Sciences, 91(3), feb 1994.

“Analysis, classification, and coding of multielectrode spike trains with hidden Markov models’,
G. Radons, J. Becker, J. Kruger, Biological cybernetics : communication and cont, 71(4), 1994.
“"Prediction of protein secondary structure by the hidden Markov model”, K. Asai, S. Hayzmizu,
K. Handa, Computer applicationsin the biosciences: CABI, 9(2), apr 1993.

“"Hidden Markov chains and the analysis of genome structure”, G. Churchill, Computers &
chemistry, 16(2), 1992.

“"An Approach to Cardiac Arrhythmia Analysis Using Hidden Markov Models', D. Coast, R.
Stern, G. Cano, | EEE transactions on bio-medical engineering, 37(9), sep 1990.

2.3 Climatology

1.

“"Climatology and Predictability of the Spatial Coverage of 5-day Rainfall Over Indian
Subdivisions. India; southwest monsoon; Markov chains; spatial rainfall features; steady state
probabilities; medium and extended range prediction; skill score”, S.D. Dahale, P.V. Puranik,
International journal of climatology, 20(4), p. 443, 2000.

“"Modeling long-term persistence in hydroclimatic time series using a hidden state Markov
model", Mark Thyer, George Kuczera, Water resources research, 36(11), p. 3301, nov 2000.

A hidden Markov model for downscaling synoptic atmospheric patterns to precipitation
amounts’, E. Bellone, J.P. Hughes, P. Guttorp, Climate research, 15(1), p. 1, may 2000.

A non-homogeneous hidden Markov model for precipitation occurrence”, J.P. Hughes, P.
Guttorp, S.P. Charles, Applied statistics, 48(1), p. 15, 1999.

“"Large-scale spatial variability of rainfall through hidden semi-Markov models of breakpoint
data", John Sansom, Journal of geophysical research. atmospheres, 104(24), p. 31631, dec 1999.
A Hidden Markov Model for Rainfall Using Breakpoint Data", John Sansom, Journal of climate,
11(1), p. 42, jan 1998.

A Hidden Markov Model for Space-Time Precipitation”, W. Zucchini, P. Guttorp, Water

resour ces research, 27(8), aug 1991.
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2.4 Control

1. “Analysis of a Risk-Sensitive Control Problem for Hidden Markov Chains’,
Hernandez-Hernandez, D. , S. I. Marcus, P. J. Fard, | EEE transactions on automatic control,
44(5), p. 1093, may 1999.

2. Corrigendum to "Risk Sensitive Control of Markov processes in countable state space” [Systems
Control Lett. 29 (1996) 147-155] (Corrigendum)”, D. Hernandez-Hernandez, S.I. Marcus, Systems
& control letters, 34(1/ 2), p. 105, may 1998.

3. "Risk-Sensitive and Risk-Neutral Control for Continuous-Time Hidden Markov Models”, M.R.
James, R.J. Elliott, Applied mathematics and optimization, 34(1), p. 37, jul 1996.

4. Risk-Sensitive Optimal Control of Hidden Markov Models. Structural Results’, E.
Fernandez-Gaucherand, S. I. Marcus, |EEE transactions on automatic control, 42(10), p. 1418, oct
1997.

2.5 Communications

1. "'Bind and semi-blind equalization using hidden Markov models and clustering techniques’, K.
Georgoulakis, S. Theodoridis, Sgnal processing, 80(9), p. 1795, sep 2000.

2. "~ Sequence Detection and Channel State Emission over Finite State Markov Channels”, H. Kong,
E. Shwedyk, IEEE transactions on vehicular technology, 43(3), p. 833, may 1999.

3. "Hidden Markov Models for Burst Error Characterization in Indoor Radio Channels’,
Garcia-Frias, J. , P. M. Crespo, |EEE transactions on vehicular technology, 46(4), p. 1006, nov
1997.

4. A Sequence-Based Approximate MM SE Decoder for Source Coding Over Noisy Channels
Using Discrete Hidden Markov Models’, D.J. Miller, M. Park, IEEE transactions on
communications, 46(2), p. 222, feb 1998.

5. "Hidden Markov Modeling of Flat Fading Channels’, W. Turin, van Nobelen, R. , IEEE journal
on selected areas in communications, 16(9), p. 1809, dec 1998.

6. ~ Blind Channel Estimation and Data Detection Using Hidden Markov Models®, C. Anton-Haro, J.
Fonollosa, J. Fonollosa, |EEE transactions on signal processing, 45(1), jan 1997.

7. "Hidden Markov Models for the Burst Error Statistics of Viterbi Decoding”, C. Chao, Y. Yao,
| EEE transactions on communications, 44(12), dec 1996.

8. Cyclic Markov Modulated Poisson Processes in Traffic Characterization”, D. Chen, M. Rieders,
Communications in statistics. Sochastic models, 12(4), 1996.

9. "'Blind Equalization of IR Channels Using Hidden Markov Models and Extended L east Squares”,
V. Krishnamurthy, S. Dey, J. LeBlanc, |EEE transactions on signal processing, 43(12), dec 1995.

10. “"An adaptive hidden Markov model approach to FM and M-ary DPSK demodulation in noisy
fading channels’, I. Collings, J. Moore, Sgnal processing, 47(1), nov 1995.

11. " Adaptive Estimation of Hidden Nearly Completely Decomposable Markov Chains with
Applicationsin Blind Equalization”, V. Krishnamurthy, International journal of adaptive control
and s, 8(3), may 1994.
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12. "An HMM Approach to Adaptive Demodulation of QAM Signals in Fading Channels’, I.
Callings, J. Moore, International journal of adaptive control and si, 8(5), sep 1994.

13. " The Markov-modulated Poisson process (MMPP) cookbook”, W. Fischer, K. Meier-Hellstern,
Performance evaluation, 18(2), sep 1993.

14. "~ Adaptive processing technigues based on Hidden Markov Models for characterizing very small
channel currents buried in noise and deterministic interferences’, S. Chung, V. Krishnamurthy, J.
Moore, Philosophical transactions of the royal society, 334(1271), dec 1991.

15. " Approximation of some Markov-Modulated Poisson Processes’, H. Sitaraman, ORSA journal on
computing, 3(1), 1991.

2.6 Econometrics

1. "Measuring the Probability of a Business Cycle Turning Point by Using a Multivariate Qualitative
Hidden Markov Model", S. Gregoir, F. Lenglart, Journal of forecasting, 19(2), p. 81, mar 2000.

2. " Threshold autoregressive and Markov switching models: an application to commercial real
estate”, Maitland-Smith, JK. , C. Brooks, Journal of property research, 16(1), p. 1, mar 1999.

3. "Stylized Facts of Daily Return Series and the Hidden Markov Model”, T. Ryden, T. Terasvirta,
S. Asbrink, Journal of applied econometrics, 13(3), p. 217, may 1998.

2.7 Handwritting and text recognition

1. "Hidden Markov Model Based Word Recognition and Its Application to Legal Amount Reading
on French Checks', S. Knerr, E. Augustin, D. Price, Computer vision and image under standing,
70(3), p. 404, jun 1998.

2. Low resolution, degraded document recognition using neural networks and hidden Markov
models’, M. Schenkel, M. Jabri, Pattern recognition letters, 19(3/ 4), p. 365, mar 1998.

3. A truly 2-D hidden Markov movel for off-line handwritten character recognition”, Hee-Seon
Park, Seong-Wham L ee, Pattern recognition, 31(12), p. 1849, 1998.

4. ""HMM Based On-Line Handwriting Recognition”, J. Hu, M. Brown, W. Turin, |EEE transactions
on pattern analysis and machin, 18(10), oct 1996.

5. “"Handwritten Word Recognition Using Segmentation-Free Hidden Markov Modeling and
Segmentation-Based Dynamic Programming Techniques', M. Mohamed, P. Gader, |IEEE
transactions on pattern analysis and machin, 18(5), may 1996.

6. ~ Off-line recognition of handwritten Korean and al phanumeric characters using hidden Markov
models’, W. Kim, R. Park, Pattern recognition, 29(5), 1996.

7. " Off-line recognition of large-set handwritten characters with multiple hidden Markov models’,
H. Park, S. Lee, Pattern recognition, 29(2), 1996.

8. " Text page recognition using grey-level features and hidden Markov models’, K. Aas, L. Eikvil,
Pattern recognition, 29(6), 1996.

9. "Hidden Markov Modelsin Text Recognition”, J. Anigbogu, A. Belaid, International journal of
pattern recognition and, 9(6), dec 1995.
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11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

“Variable Duration Hidden Markov Model and Morphological Segmentation for Handwritten
Word Recognition”, M. Chen, A. Kundu, S. Srihari, |EEE transactions on image processing,
4(12), dec 1995.

“LeRec: A NN/HMM Hybrid for On-Line Handwriting Recognition”, Y. Bengio, Y. LeCun, C.
Burges, Neural computation, 7(6), nov 1995.

“"Degraded Gray-Scale Text Recognition Using Pseudo-2D Hidden Markov Models and N-Best
Hypotheses', C. Yen, S. Kuo, Graphical models and image processing, 57(2), mar 1995.

“"Modeling and recognition of cursive words with hidden Markov models®, W. Cho, S. Leg, J.
Kim, Pattern recognition, 28(12), 1995.

“"Context dependent search in interconnected hidden Markov model for unconstrained handwriting
recognition”, S. Oh, J. Ha, J. Kim, Pattern recognition, 28(11), 1995.

“"On-line cursive script recognition using time-delay neural networks and hidden Markov models®,
M. Schenkel, I. Guyon, D. Henderson, Machine vision and applications, 8(4), 1995.

" Strategies for cursive script recognition using hidden Markov models’, M. Gilloux, M. Leroux, J.
Bertille, Machine vision and applications, 8(4), 1995.

“Off-line cursive handwriting recognition using hidden Markov models’, H. Bunke, M. Roth, E.
Schukat-Talamazzini, Pattern recognition, 28(9), 1995.

“"Application of hidden Markov models for signature verification”, R. Prasad, L. Yang, B.
Widjaja, Pattern recognition, 28(2), 1995.

“"Automatic Keyword Recognition Using Hidden Markov Models’, S. Kuo, O. Agazzi, Journal of
visual communication and image repres, 5(3), sep 1994.

" Keyword Spotting in Poorly Printed Documents Using Pseudo 2-D Hidden Markov Models", S.
Kuo, O. Agazzi, |EEE transactions on pattern analysis and machin, 16(8), aug 1994.

“Off-Line Handwritten Work Recognition Using a Hidden Markov Model Type Stochastic
Network", M. Chen, A. Kundu, J. Zhou, | EEE transactions on pattern analysis and machin, 16(5),
may 1994.

“"Hidden Markov Models Applied to On-Line Handwritten Isolated Character Recognition”, S.
Veltman, R. Prasad, | EEE transactions on image processing, 3(3), may 1994.

“"Connected and degraded text recognition using Hidden Markov Model", C. Bosg, S. Kuo,
Pattern recognition, 27(10), 1994.

“"Pseudo Two-Dimensional Hidden Markov Models for Document Recognition”, O. Agazzi, S.
Kuo, At&t technical journal, 72(5), sep 1993.

“"Hidden Markov model based optical character recognition in the presence of deterministic
transformations’, O. Agazzi, S. Kuo, Pattern recognition, 26(12), 1993.

“"Hidden Markov Models for Character Recognition”, J. Vlontzos, S. Kung, |EEE transactions on
image processing, 1(4), oct 1992.

“"Recognition of handwritten word: first and second order hidden markov model based approach”,
A. Kundu, Y. He, P. Bahl, Pattern recognition, 22(3), 1989.
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2.8 Image processing and computer vision

1.

2.

10.

11.

12.

13.

14.

15.

16.

17.

“"Image Classification by a Two-Dimensional Hidden Markov Model”, J. Li, A. Ngmi, R.M.
Gray, |EEE transactions on signal processing, 48(2), p. 517, feb 2000.

“"Multiresolution Image Classification by Hierarchical Modeling with Two-Dimensional Hidden
Markov Models’, J. Li, R. M. Gray, R. A. Olshen, |EEE transactions on information theory, 46(5),
p. 1826, aug 2000.

" Gesture recognition using the multi-PDM method and hidden Markov model”, C.-L. Huang,
M.-S. Wu, S.-H. Jeng, Image and vision computing, 18(11), p. 865, aug 2000.

“"Applications of hidden Markov chainsin image analysis', K. Aas, L. Eikvil, R.B. Huseby,
Pattern recognition, 32(4), p. 703, 1999.

3D object recognition in range images using hidden markov models and neural networks", Y .K.
Ham, R.-H. Park, Pattern recognition, 32(5), p. 729, 1999.

“"Adaptive Partially Hidden Markov Models with Application to Bilevel Image Coding", S.
Forchhammer, T. S. Rasmussen, | EEE transactions on image processing, 8(11), p. 1516, nov
1999.

“"Parametric Hidden Markov Models for Gesture Recognition”, A.D. Wilson, A.F. Bobick, IEEE
transactions on pattern analysis and machin., 21(9), p. 884, sep 1999.

“"Recognition of Alphabetical Hand Gestures Using Hidden Markov Model", Ho-Sub Y oon, Jung
Soh, Hyun Seung Y ang, |EICE transactions on fundamentals of electronic., 82(7), p. 1358, jul
1999.

“"Hybrid approaches to frontal view face recognition using the hidden Markov model and neural
network", K.S. Yoon, Y .K. Ham, R.-H. Park, Pattern recognition, 31(3), p. 283, 1998.

“"Computational Bayesian Analysis of Hidden Markov Mesh Models’, A.P. Dunmur, D.M
Titterington, |EEE transactions on pattern analysis and machin., 19(11), p. 1296, nov 1997.

“"Correction to "Rotation and Gray-Scale Transform-Invariant Texture Classification Using Spiral
Resampling, Subband Decomposition, and Hidden Markov Model."", W. -R. Wu, IEEE
transactions on image processing, 7(2), p. 253, feb 1998.

“"Color Image Retrieval Based on Hidden Markov Models”, H. Lin, L. Wang, S. Yang, IEEE
transactions on image processing, 6(2), feb 1997.

“Texture Classification Using Noncausal Hidden Markov Models', B. Povliow, S. Dunn, IEEE
transactions on pattern analysis and machin, 17(10), oct 1995.

““Unsupervised Textured Segmentation Using Multichannel Decomposition and Hidden Markov
Models", J. Chen, A. Kundu, |EEE transactions on image processing, 4(5), may 1995.

“"Recognition of moving light displays using hidden Markov models’, K. Fielding, D. Ruck,
Pattern recognition, 28(9), 1995.

“"HMM-based architecture for face identification”, F. Samaria, S. Young, Image and vision
computing, 12(8), oct 1994.

“"Rotation and Gray Scale Transform Invariant Texture Identification Using Wavelet
Decomposition and Hidden Markov Model", J. Chen, A. Kundu, | EEE transactions on pattern
analysis and machin, 16(2), feb 1994.
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18.

19.

20.

21.

22.

A class of hidden Markov models for image processing”, G. Vstovsky, A. Vstovskaya, Pattern
recognition letters, 14(5), may 1993.

“"Hidden Markov mesh random field models in image analysis’, A. ??, Journal of applied
statistics, 20(5/6), 1993.

“"Parameter Estimation and Restoration of Noisy Images Using Gibbs Distributionsin Hidden
Markov Models", Y. Zhao, X. Zhuang, L. Atlas, CVGIP. Graphical models and image processing,
54(3), may 1992.

~"2-D Shape Classification Using Hidden Markov Model”, Y. He, A. Kundu, |EEE transactions on
pattern analysis and machin, 13(11), nov 1991.

“"Controlling Eye Movements with Hidden Markov Models®, R. Rimey, C. Brown, International
journal of computer vision, 7(1), nov 1991.

2.9 Other applications

1.

10.

11.

12.

“"A Hidden Markov Model-Based Algorithm for Fault Diagnosis with Partial and Imperfect
Tests", J. Ying, T. Kirubargan, A. Patterson-Hine, | EEE transactions on systems, man and
cybernetic, 30(4), p. 463, nov 2000.

“"Detection and classification of abnormal process situations using multidimensional wavel et
domain hidden Markov trees’, A. Bakhtazad, A. Palazoglu, J. A. Romagnoli, Computers &
chemical engineering, 24(2/ 7), p. 769, 2000.

“"Bayesian Analysis of Discrete Survival Data with a Hidden Markov Chain”, H. Kozumi,
Biometrics, 56(4), p. 1002, dec 2000.

“"Multiaspect identification of submerged elastic targets via wave-based matching pursuits and
hidden Markov models®, Paul Runkle, Lawrence Carin, Timothy J. Y oder, Journal of the
acoustical society of america., 106(2), p. 605, aug 1999.

“"Modeling anomalous radar propagation using first-order two-state Markov chains', B. Haddad,
A. Adane, H. Sauvageot, Atmospheric research, 52(4), p. 283, jan 2000.

“"Hidden Markov Models as a Process Monitor in Robotic Assembly", Geir E. Hovland, Brenan J.
McCarragher, Modeling, identification and control, 20(4), p. 201, oct 1999.

“"Generalized n+2 State System Markov Model for Station-Oriented Reliability Evaluation”, R.
Billington, H. Chen, J. Zhou, |EEE transactions on power systems, 12(4), p. 1511, nov 1997.
“"Human Action Learning via Hidden Markov Model", J. Yang, Y. Xu, C. Chen, IEEE
transactions on systems, man and cybernetic, 27(1), jan 1997.

" Spatio-Temporal Pattern Recognition Using Hidden Markov Models®, K. Fielding, D. Ruck,

| EEE transactions on aerospace and electronic sy, 31(4), oct 1995.

“"Classification of time series with hidden Markov models. Unsupervised learning and
self-organization”, V. Breuer, G. Radons, Physical review. e. statistical physics, plasm, 53(4B), apr
1996.

“"Hidden Markov Models and Animal Behaviour”, |. MacDonad, D. Raubenheimer, Biometrical
journal, 37(6), 1995.

“"Robust estimation of HMM parameters using fuzzy vector quantization and Parzen's window", J.
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Dai, Pattern recognition, 28(1), 1995.

13. “"Hidden Markov Model Approach to Skill Learning and Its Application to Telerobotics', J. Yang,
Y. Xu, C. Chen, |EEE transactions on robotics and automation, 10(5), oct 1994.

14. Hidden Markov Models Applied to Vegetation Dynamics Analysis Using Satellite Remote
Sensing”, N. Viovy, G. Saint, | EEE transactions on geoscience and remote sensi, 32(4), jul 1994.

15. “Analysis of Phosphorus Magnetic Resonance Spectra using Hidden Markov Models®, C.
Raphael, Journal of magnetic resonance. series b, 104(3), jul 1994,

16. "Hidden Markov models for fault detection in dynamic systems’, P. Smyth, Pattern recognition,
27(1), 1994.

17. ~"The Estimation of the Shape of an Array Using a Hidden Markov Moddl", B. Quinn, R. Barrett,
P. Kootsookos, |EEE journal of oceanic engineering, 18(4), oct 1993.

18. “"Use of hidden Markov models for partial discharge pattern classification”, L. Satish, B. Gururaj,
| EEE transactions on electrical insulation, 28(2), apr 1993.

19. "Hidden Markov Model Analysis of Force/Troque Information in Telemanipulation”, B.
Hannaford, P. Lee, The International journal of robotics research, 10(5), oct 1991.

20. "Hidden Markov Model for Dynamic Obstacle Avoidance of Mobile Robot Navigation”, Q. Zhu,
| EEE transactions on robotics and automation, 7(3), jun 1991.

2.10 Signal processing

1. ~A New Approximate Likelihood Estimator for ARMA-Filtered Hidden Markov Models’, S.
Michalek, M. Wagner, J. Timmer, |EEE transactions on signal processing, 48(6), p. 1537, jun
2000.

2. "Tempora BYY Learning for State Space Approach, Hidden Markov Model, and Blind Source
Separation”, L. Xu, |[EEE transactions on signal processing, 48(7), p. 2132, jul 2000.

3. “Improved Hidden Markov Models in the Wavelet-Domain”, G. Fan, X.-G. Xia, |IEEE
transactions on signal processing, 49(1), p. 115, jan 2001.

4. " On State-Estimation of a Two-State Hidden Markov Model with Quantization”, L. Shue, S. Dey,
De Bruyne, F. , IEEE transactions on signal processing, 49(1), p. 202, jan 2001.

5. "Detection of Hidden Markov Model Transient Signals’, B. Chen, P. Willett, IEEE transactions
on aerospace and electronic sy., 36(4), p. 1253, oct 2000.

6. ~ Target Identification with Wave-Based Matched Pursuits and Hidden Markov Models’, P.K.
Bharadwa], P.R. Runkle, L. Carin, |[EEE transactions on antennas and propagation, 47(10), p.
1543, oct 1999.

7.~ Self-Organizing Feature Maps and Hidden Markov Models for Machine-Tool Monitoring”, L. M.
D. Owsley, L. E. Atlas, G. D. Bernard, |EEE transactions on signal processing, 45(11), p. 2787,
nov 1997.

8. "Wavelet-Based Statistical Signal Processing Using Hidden Markov Models’, M.S. Crouse, R.D.
Nowak, R.G. Baraniuk, |EEE transactions on signal processing, 46(4), p. 886, apr 1998.

9. "Prediction of chaotic time series using hidden Markov models’, D. I. Stamp, Q. H. Wu, |IEE
conference publication Institution of Electr., 455 p 2, p. 1420, 1998.
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

“"Robust estimation of discrete hidden Markov model parameters using the entropy-based
feature-parameter weighting and the source-quantization modeling”, H.J. Choi, S.J. Yun, Y .H. Oh,
Artificial intelligence in engineering, 12(3), p. 243, 1998.

“"An Integrated Hybrid Neural Network and Hidden Markov Model Classifier for Sonar Signals”,
A. Kundu, G.C. Chen, |EEE transactions on signal processing, 45(10), p. 2566, oct 1997.

“"Multiscale Stochastic Approximation for Parametric Optimization of Hidden Markov Models”,
S. Bhatnagar, V. S. Borkar, Probability in the engineering and informational., 11(4), p. 509, 1997.
“A Filtered EM Algorithm for Joint Hidden Markov Model and Sinusoidal Parameter Estimation”,
V. Krishnamurthy, R. Elliott, IEEE transactions on signal processing, 43(1), jan 1995.

“"Freguency Tracking Using Hidden Markov Models with Amplitude and Phase Information”, R.
Barrett, |EEE transactions on signal processing, 41(10), oct 1993.

“"Freguency-Wavenumber Tracking Using Hidden Markov Models’, X. Xie, R. Evans, IEEE
transactions on signal processing, 41(3), mar 1993.

“"Hidden Markov Model Signal Processing in Presence of Unknown Deterministic Interferences’,
V. Krishnamurthy, J. Moore, S. Chung, | EEE transactions on automatic control, 38(1), jan 1993.
“"Multiple Freguency Line Tracking with Hidden Markov Models-Further Results’, X. Xie, R.
Evans, |EEE transactions on signal processing, 41(1), jan 1993.

“"Multiple Target Tracking and Multiple Frequency Line Tracking Using Hidden Markov
Models', X. Xie, R. Evans, | EEE transactions on signal processing, 39(12), dec 1991.

“"Characterization of single channel currents using digital signal processing techniques based on
Hidden Markov Models', S. Chung, J. Moore, L. Xia, Philosophical transactions of the royal
society, 329(1254), sep 1990.

“Freguency Line Tracking Using Hidden Markov Models', R. Streit, R. Barrett, IEEE
transactions on acoustics, speech, and sig, 38(4), apr 1990.

2.11 Speech processing

1.

2.

3.

S

6.

1.

“"Cluster Adaptive Training of Hidden Markov Models’, M.J.F. Gales, |EEE transactions on
speech and audio processing, 8(4), p. 417, jul 2000.

“"Hidden Markov modeling of speech using Toeplitz covariance matrices’, W.J.J. Roberts, Y.
Ephraim, Speech communication, 31(1), p. 1, may 2000.

“"Noise-Compensated Hidden Markov Models", 1. Sanches, | EEE transactions on speech and
audio processing, 8(5), p. 533, sep 2000.

“"Maximum-Likelihood Stochastic-Transformation Adaptation of Hidden Markov Models', V.D.
Diakoloukas, V.V. Digalakis, |EEE transactions on speech and audio processing, 7(2), p. 177,
mar 1999.

“"Online Adaptation Hidden Markov Models Using Incremetnal Estimation Algorithms”, V. V.
Digalakis, |EEE transactions on speech and audio processing, 7(3), p. 253, may 1999.

““Semi-Tied Covariance Matrices for Hidden Markov Models’, M. J. F. Gales, |EEE transactions
on speech and audio processing, 7(3), p. 272, may 1999.

A Minimum Cross-Entropy Approach to Hidden Markov Model Adaptation”, M. Afify, Y.
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

Gong, J.-P. Haton, |EEE signal processing letters, 6(6), p. 132, jun 1999.

““Smoothing hidden Markov models by using an adaptive signal limiter for noisy speech
recognition”, H.-C. Wang, W.-W. Hung, Speech communication, 28(3), p. 243, jul 1999.

A hidden Markov-model -based trainable speech synthesizer”, R.E. Donovan, P.C. Woodland,
Computer speech & language, 13(3), p. 223, jul 1999.

“"On-line Hierarchical Transformation of Hidden Markov Models for Speech Recognition”, J.-T.
Chien, |EEE transactions on speech and audio processing, 7(6), p. 656, nov 1999.

“"N-Channel Hidden Markov Models for Combined Stressed Speech Classification and
Recognition”, B. D. Womack, J.H.L. Hansen, |EEE transactions on speech and audio processing,
7(6), p. 668, nov 1999.

“"Combined Bayesian and predictive techniques for rapid speaker adaptation of continuous density
hidden Markov models®, S.M. Ahadi, P.C. Woodland, Computer speech & language, 11(3), p.
187, jul 1997.

“"Hidden Markov model-based speech recognition with intermediate wavelet transform domains’,
R. Singh, K. Davis, P.V.S. Rao, Computer speech & language, 11(3), p. 253, jul 1997.

“"An Algorithm for Maximum Likelihood Estimation of Hidden Markov Models with Unknown
State-Tying", O. Cappe, C.E. Mokbel, E. Moulines, | EEE transactions on speech and audio
processing, 6(1), p. 61, jan 1998.

“Efficient training of high-order hidden Markov models using first-order representations”, du
Preez, JA. , Computer speech & language, 12(1), p. 23, jan 1998.

“"Phone-Dependent Channel Compensated Hidden Markov Modé for Telephone Speech
Recognition”, J.-T. Chien, H.-C. Wang, |EEE signal processing letters, 5(6), p. 143, jun 1998.
“On-Line Adaptive Learning of the Correlated Contiuous Density Hidden Markov Models for
Speech Recognition”, Q. Huo, C.-H. Lee, |IEEE transactions on speech and audio processing, 6(4),
p. 386, jul 1998.

" Speech enhancement based on neural predictive hidden Markov model”, K.Y. Lee, S.
McLaughlin, K. Shirai, Sgnal processing, 65(3), p. 373, mar 1998.

"~ Stereophonic speech recognition in noise using compensated hidden Markov models’, D.M.
Brookes, M.H. Leung, Electronics letters, 34(19), p. 1827, sep 1998.

" Selective Training for Hidden Markov Models with Applications to Speech Classification”, L.
M. Ardan, J. H. L. Hansen, |EEE transactions on speech and audio processing, 7(1), p. 46, jan
1999.

“"Frame-Correlated Hidden Markov Model Based on Extended L ogarithmic Pool”, N. Kim, C. Un,
| EEE transactions on speech and audio processing, 5(2), mar 1997.

“"Robust Speech Recognition Based on Joint Model and Feature Space Optimization of Hidden
Markov Models', S. Moon, J. Hwang, | EEE transactions on neural networks, 8(2), mar 1997.

“On-Line Adaptive Learning of the Continuous Density Hidden Markov Model Based on
Approximate Recursive Bayes Estimate”, Q. Huo, C. Lee, IEEE transactions on speech and audio
processing, 5(2), mar 1997.

“"Noise Compensation Methods for Hidden Markov Model Speech Recognition in Adverse
Environments’, S. Vaseghi, B. Milner, |EEE transactions on speech and audio processing, 5(1),
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26.
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28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

jan 1997.

“"Automatic Word Recognition Based on Second-Order Hidden Markov Models’, J. Mari, J.
Haton, A. Kriouile, |[EEE transactions on speech and audio processing, 5(1), jan 1997.

“"Modelling of the interframe dependence in an HMM using conditional Gaussian mixtures', J.
Ming, F. Smith, Computer speech & language, 10(4), oct 1996.

“"Discriminative Weighting of HMM State-Likelihoods Using the GPD Method", O. Kwon, C. Un,
|EEE signal processing letters, 3(9), sep 1996.

“"Modeling Acoustic Transitions in Speech by Modified Hidden Markov Models with State
Duration and State Duration-Dependent Observation Probabilities”, Y. Park, C. Un, O. Kwon,

| EEE transactions on speech and audio processing, 4(5), sep 1996.

“Efficient Multilingual Phoneme-to-Grapheme Conversion Based on HMM", P. Rentzepopoul os,
G. Kokkinakis, Computational linguistics, 22(3), sep 1996.

“Training approach for hidden Markov models’, S. Kwong, Q. He, K. Man, Electronics letters,
32(17), aug 1996.

“"On the Generation and Use of a Parallel-Branch Subunit Model in Continuous HMM", Y. Park,
C. Un, IEEE transactions on speech and audio processing, 4(4), jul 1996.

“"Genomes: Generalized Mixture Tying in Continuous Hidden Markov Model-Based Speech
Recognizers', V. Digalakis, P. Monaco, H. Murveit, | EEE transactions on speech and audio
processing, 4(4), jul 1996.

“"Robust parametric Modeling of Durations in Hidden Markov Models’, D. Burshtein, |IEEE
transactions on speech and audio processing, 4(3), may 1996.
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