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Name:                                                                                                     

	Problem
	Points
	Score

	1(a)
	10
	

	1(b)
	10
	

	1(c)
	10
	

	1(d)
	10
	

	2(a)
	10
	

	2(b)
	10
	

	2(c)
	10
	

	2(d)
	10
	

	3(a)
	10
	

	3(b)
	10
	

	Total
	100
	


Notes:

(1) The exam is closed books and notes except for one double-sided sheet of notes.

(2) Please indicate clearly your answer to the problem.

(3) If I can’t read or follow your solution, it is wrong and no partial credit will be awarded.

Problem No. 1: Consider a speech recognition system that uses a two-dimensional feature vector, 
[image: image1.wmf]}.
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 You receive four samples of these vectors: {1,0}, {0,1}, {2,0}, {0,2}, to train this system.

(a) Perform a principal components analysis on this data and determine the whitening transformation.

(b) What are the eigenvectors of the covariance matrix for this data. Explain whether they make sense.

(c) Compute the first derivatives of these feature vectors and concatenate them to the original vectors following the technique described in class. Use the simplest technique we discussed for the derivative computation – a first-order backward-looking difference (e.g., y(n) = x(n)-x(n-1)). Assume the values of the features outside of the range of your four samples are zero.
(d) Describe the result you would obtain if you performed PCA on this new feature vector (now a vector of dimension four that includes the two original samples and the two derivatives).
Problem No. 2: Consider the following models for a system that outputs sequences of the characters “$” and “%”. For these models, you must start in state 1 and end in state 2.
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Compute the probability that model A produced the sequence “%$%”.

(b) Which model most likely produced the sequence “%$%”. Explain.
(c) Which state sequence most likely produced the sequence “%$%”. What was the probability of that state sequence?

(d) Give at least two reasons why the probabilities in (a) and (c) differ.
Problem No. 3: It is common to use LDA as a preprocessor to an ASR system. Features are processed through a global LDA transformation before they are evaluated at each state in the system.

(a) Explain the merits of this approach if a full covariance matrix is estimated at each state.
(b)
Explain the merits of this approach if we use a variance-weighting model for the covariance matrix at each state.
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