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ABSTRACT
This paper presents a new modeling method of the continuous
density Hidden Markov Model. As we know, speech signal is
characterized by a hidden state sequence and each state is
described by the mixture of weighted Gaussian density
functions. Usually if we want to describe speech signal more
precisely, we need to use more Gaussian functions for each state.
But it will increase the computation significantly. On the other
hand, the weight of each Gaussian component is the statistical
average of Gaussian component probabilities for the whole
training data. So it just can depict the average characteristics of
speech signal. For some speech signal these weights are not
proper in fact. Therefore, we propose Multi-group Mixture
Weight HMM to solve this problem. In this kind of HMM, each
state has several groups of mixture weight for the Gaussian
components and it only needs very little additional computation.
In our experiments, it achieved 12% reduction for errors.

1. INTRODUCTION

When continuous density HMM was applied to speech
recognition[1][2], it achieved great success in recent years[3][4].
An HMM can be completely characterized by a matrix of state
transition probabilities, observation densities, and initial state
probabilities. Some study has found the observation densities are
most important for HMMs. Most improvement of HMM is made
on this respect. In continuous density HMM, states are
characterized by the mixture of weighted Gaussian density
functions. Generally speaking, if we want to improve the
performance of recognizer, a straight forward way is to train
HMM with more Gaussian components. Because logarithmic and
exponential computation are very time-consuming, so it will take
much more time for training and recognition than the HMMs
with fewer Gaussian components. Thus we try to find a way that
we can improve the performance and retain the number of
Gaussian components at the same time. Multi-group Mixture
Weight HMM is such a method. By this method we reduce errors
with very little additional computation.

Another more important reason which motivated us to propose
such a method is based on the following consideration.
Observing the re-estimate equations[1][2], it can be found that
the weight of each component is the statistical average of the
component probabilities. So these weights can be used to
describe the average characteristics of the corresponding state.
Usually some components are distributed high weights while
some are distributed low weights. Accordingly, the

characteristics of these states is characterized mainly by these
components which have high weights. Whereas, the
characteristics of some speech is closer to that of those
components which have low weights. Therefore, these speech is
modeled improperly. In our method, each state has several
groups of component weights. So it can meet different cases.

In section 2 we will give details about our new method. In
section 3, we present the experiment results. The summary is
given in section 4.
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Fig. 1. The Distribution of the original mixture weight of
four components
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Fig. 2 The Distribution of three groups of mixture
weight, which are derived from the above original
mixture weight
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2. MODELING METHOD OF MULTI-
GROUP MIXTURE WEIGHT HMM

Our method can be briefly described as follows. Because of the
importance of initial parameters for continuous density HMM,
we first should get proper initial parameters of the component
weights. At initial stage, for each frame in an utterance we
calculate a vector called mixture weight vector and store it in the
vector pool of the corresponding state. Then we classify all
mixture vectors in the vector pool of a state into several clusters.
The center vector of each cluster corresponds to a group of initial
mixture weight. After initialization we can train continuous
density HMM by EM algorithm[5][6]. For recognition, we can
select an appropriate group of mixture weight to calculate the
output probabilities.

Fig.1 shows an original mixture weight and  Fig.2 shows three
groups of mixture weight which are derived from the original
mixture weight. In Fig.1 it can be seen that the highest weight is
given to the third component in the original mixture weight.
While in Fig.2, a group of mixture weight is similar with the
original mixture weights, while the other two groups distribute
the highest weights to the other components instead of the third
component. Therefore, the second group and the third group can
describe the speech more accurately whose characteristics is
closer to that of the first, second or fourth component.

2.1 Retrieval of Initial Multi-group Mixture
Weight

Because the initial parameters are essential to the quality of the
final continuous density HMMs[1], so it is necessary to get
proper initial parameters of multi-group mixture weights. For
convenience,  we introduce Equ.(1), a widely used equation in
continuous density HMM[2]. In (1), ),( kjtξ  is the probability of

taking all possible transition to state j and have the kth mixture
component at time t, given the model λ and observation  X.
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For the observation vector Xt at time t and given the model λ, we
define the following variables,
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where, M is the number of mixture components, Fj(Xt) is a M-
dimension vector, called mixture weight vector.

In order to obtain the initial parameters of continuous density
HMM, first we have to have some speech data which have been
labeled by hand or by forced Viterbi decoding[7]. Then we
calculate the mixture weight vectors of all labeled speech data by
Equ. (3). After that, we put all mixture weight vectors Fj(Xt) for
the state j of the model λ  together and classify them into several
clusters by the classical clustering algorithm[8] . The center
vector of each cluster represents a group of initial mixture
weights.

But when observing the initial weights, we can find that some
weights are so high nearly to 1 while some weights are almost
zero. In such a case, these states will be characterized by only
one Gaussian component actually, which would degrade the
performance of the continuous density HMM. In order to relieve
from such a problem, we smooth the mixture weights as below.
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we could smooth it by Equ. (4),
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2.2 Training of Multi-group Mixture Weight
HMM

Given the observation vector Xt, we assume Xt is assigned to the
state j of the model λ while Viterbi decoding[7]. We calculate the
output probability and the mixture weight vector of Xt for each
group of mixture weight respectively. Then we note down the
mixture weight vector which gives the maximum output
probability and the index of the mixture weight group, the state
and the model which the vector belongs to.

After each iteration, we add up all mixture weight vectors which
belong to the pth group, state j and model λ and  divide the sum
by the number of vectors. Then we get the pth group of mixture
weight of state j, model λ for the current iteration. The re-
estimate formula for the mixture weight can be written as (8).
After a few iterations using EM algorithm[5][6], good model
parameters will be obtained.
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Where, )(,, tF jp λ
 is the mixture weight vector at time t which is

assigned to the pth group of mixture weight,  state j and model λ
after Viterbi decoding.



2.3 Recognition With Multi-group Mixture
Weight

There is no much difference between the traditional HMM and
multi-group mixture weight HMM for recognition. When
calculating the output probability of every observation, we can
just choose the group of mixture of mixture weight which outputs
the maximum probability.
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Where, bj(ot) is the output probability for observation ot at state j,
cp,k is the kth component weight of the pth group, N(.) is the
Gaussian density function.

When calculating the output probabilities, we can calculate the
probabilities of the Gaussian density functions first, then multiple
them with each group of mixture weight respectively. Thus we
only need several multiplication for each state in addition.
Compared with the exponential operation, this additional
computation can be ignored.

3. EXPERIMENT RESULT
Our experiment is made on a digital string recognition system.
The training data include 40 persons’ speech data and the test
data include 6 persons’. Each person has 50 utterances of digital
strings.

In order to compare with the traditional continuous density
HMM, we also made experiments with the traditional HMM
which only has one group of mixture weight for each state. In our
Multi-group Mixture Weight HMM, we use three groups of
mixture weight for every state. Table1 shows the results of the
two different modeling methods.

Traditional HMM MGMW HMM

Digital correct 97.68% 98.00%

Delete error 0.97% 0.90%

Substitute error 1.35% 1.09%

Insert error 0.00% 0.06%

Table1 The experiment results of the traditional HMM and
Multi-group Mixture Weight HMM.

Fig. 3 shows we get about 12% error reduction compared with
the traditional continuous HMM when using three groups of
mixture weight, which indicates the effectiveness of Multi-group
Mixture Weight HMM.

4. SUMMARY

In traditional continuous HMM, each state is characterized by the
mixture of a few weighted Gaussian density functions. But the
weight coefficients are fixed and there is only one group of them
for every state. So it can not describe some speech signal very
precisely because speech signal may have various characteristics
even for one state. Multi-group mixture weight HMM solves this
problem, which has several groups of mixture weight to match

the different characteristics. The experiment shows that errors are
declined about 12% when this method is applied.
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Fig3. The performance comparison of the traditional HMM and
Multi-group Mixture Weight HMM
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