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ABSTRACT

Several modelling techniques are used in spee
recognition to model the short term variations in
speech signal. These techniques generally use a h
dimensional feature vector which could be correlate
Several classical techniques of discriminant analy
are used for reducing the dimensionality of the inp
feature without affecting the overall performance
One such approach is the minimum classificatio
error (MCE) in which the misclassi ficat ion
probability is minimized based on a given set o
training samples and the dimensionality is reduce
This review will focus on analyzing the theory behin
MCE and its performance when compared to oth
discriminant analysis techniques like LDA.

1.  INTRODUCTION

Modelling techniques for speech recognition rely o
high dimensional feature vector to summarize
speech signal. Typically, recognizers use a front-e
involving feature vectors of more than thirty
dimensions. Correlations between features can ar
when the signal is non stationary or is corrupted b
noise. In such cases, the dimensionality of the featu
vector can be effectively reduced without losin
recognition accuracy. The reduced features can
chosen in two ways namely feature selection metho
and feature ext rac t ion methods. Min imum
Classification Error (MCE) algorithm is one such
approach for reducing the dimensionality of the inp
feature vector involving discriminative techniques.

The need for reducing the dimensionality arises o
of several factors. A large feature set may help
gaining accuracy but the size of the training data m
be a potent ia l p rob lem. By increas ing th
dimensionality, the number of parameters that need
h
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be trained increases. There may not be enou
training data to account for all the parameters. Als
more features directly implies that the computation
complexity increases [1]. It has been observed
practice that having more features, beyond a certa
point, leads to a degradation in performance. Th
could be attributed to the fact that more features te
to overlap leading to more confusing classes a
increase in classification errors.

This paper will provide a critical review of “Using
Min imum Class i fi ca t ion Error Tra in ing in
Dimensionality Reduction” authored by Xuechua
Wang and Kuldip K. Paliwal. The paper discusses t
MCE algorithm and the authors propose a ne
misclassification measure which performs better th
the conventional MCE algorithm. The experimenta
results are also compared with LDA. The new MC
algorithm does a better job than LDA which has bee
validated by proper experiments. The paper al
discusses some performance issues with respec
MCE. The paper is definitely worth reading if one
needs some insight on Minimum Classification Erro
techniques.

The critical review is organized as follows. In Sectio
2, we first compare the Bayesian approach an
discriminative approach for classification. Section
discusses the theory behind MCE. The alternati
approach to MCE is detailed in Section 4 which i
followed by critical analysis in Section 5.

2. CLASSIFICATION TECHNIQUES

Consider a set of observations
where each xi is a K-dimensional vector and is known
to belong to one of theM classes Ci, i = 1, 2,..., M. A
classifier normally consists of set of parameters
and a decision rule. The popular Bayes classificati

χ x1 x2 … xN, , ,˙{ }=

Λ
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technique is based on prior knowledge. If thea
posteriori probability for each class is
known then the Bayesian decision rule is given by

(1)

where C(.) denotes the classification operation. T
rule is also written in terms of a priori and conditiona
probabilities. Since the probability measure is seldo
known exactly, the Bayesian approach boils down
estimating the a priori and conditional probabilities
If the form of the distribution function is not known
or if the training set is rather limited then Bayesia
approach suffers from several drawbacks [3].

Another alternative to the Bayesian approach is to u
discriminant functions. This requires defining a set
M discriminant functions, , one for each
class. Unlike the Bayesian approach, the problem
“optimal” classifier design becomes that of finding
the right parameter set for the discriminant function
to minimize the misclassification error. Technique
like Linear Discriminant Analysis, Minimum
Classification Error fall into this category. The
discriminative procedure offers implementationa
simplicity and it is also possible to circumven
training sample issues by using better classifi
structure.

3. MINIMUM CLASSIFICATION ERROR

A linear discriminant function of a K-dimensiona
feature vector x has the form where *
denotes the matrix transpose. The weight vector a
threshold, w and w0, respectively, are defined for
each class, resulting in M discriminant functions an
a parameter se t

wh ich
constitutes a classifier. Each discriminant functio
can be written as

(2)

where and . Since
the discriminant functions are linear, the decisio
boundaries are hyperplanes.

The classifier parameters are to be determined ba
on a given sample set of N observations. Durin

PΛ Ci x⁄( )

C x( ) Ci if PΛ Ci x⁄( ), maxjPΛ Cj x⁄( )= =

gi x Λ;( )

w∗x w0+

Λ w1 w01 w2 w02 … wM w0M, , , , , ,{ }=

gi x Λ;( ) wi
∗x w0i+ λi

∗y= =

λi
∗ wi

∗ w0i,[ ]= y∗ x∗ 1,[ ]=
e

f

d

d

training, the labels associated with each class in t
training data is assumed to be known. If weigh
vectors and thresholds exis ts such that th
classification based on the discriminant function i
(2) produces no error at all, the sample set is call
linearly separable. In other words, linear separabili
means that hyperplanes exists such that the data
each class are separated without any overlap. To f
the parameters for the discriminant function
misclassification measure is introduced and th
misclassification error is minimized using a cos
function by iterating over several passes.

A traditional misclassification measure is to use th
Bayes discriminant defined as

(3)

where P(Ci/x) are the a posteriori probabilities and
are assumed to be known. Equation (3) is defined f
a two category case. This enumerates how likely it
that a class 1 observation is misclassified as a clas
observation. For multi category cases (M > 2), th
decision boundary is not straight forward and hen
the misclassification measure is defined in terms
linear discriminant functions as

(4)

where is a positive number. By varying one ca
take all the potential classes into consideration. As
approaches infinity (4) becomes

(5)

where Ci is the class with the largest discriminan
value among those classes other than Ck. Hence,

implies misclassification and
means a correct decision. In this way, the decisio
rule becomes a judgement based on a scalar value

The misclassification measure is used to formula
the objective criterion in the form of a cost function
which is defined as

(6)

d x( ) P C2 x⁄( ) P C1 x⁄( )–=

dk x( ) gk x Λ;( )– 1
M 1–
-------------- gj x Λ;( )η

j k≠
∑

η
+=

η η
η

dk x( ) gk x Λ;( )– gi x Λ;( )+=

dk x( ) 0> dk x( ) 0≤

l k x Λ;( ) l k dk x( )( )=
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which is expressed as a func t ion o f th
misclassification measure. Typically, the cos
functions exponential or sigmoid functions given b
(7) and (8) respectively

(7)

(8)

Both the functions are smoothed zero-one co
functions suitable for gradient algorithms. Equation
(7) and (8) also suggests that if the classification
correct ( ), no cost is incurred while a
misclassification leads to some penalty. Th
empirical average cost is defined as

(9)

where N is the number of input observation, M is th
number of distinct classes and 1(x) is an indicat
function and is given by

(10)

The goal of discriminative training using MCE is to
minimize the cost function and gradient desce
algorithms are used for this purpose following th
adaptation rule given by

(11)

where denotes the parameter set at the tth iteration
and is the adaptation constant. The parameters can
be updated for each training sample or after lookin
a t t he comp le te t ra i n i ng se t . The in i t i a
transformation matrix is updated as follows

(12)

where is the transformation matrix at the en

l k dk( ) dk
ζ

dk 0>,

0 dk 0≤,




=

l k dk( ) 1
1 ξ dk α+( )–( )exp+
---------------------------------------------------=

dk x( ) 0≤

L0 Λ( ) 1
N
---- l k xi Λ;( )1 xi Ck∈( )

k 1=

M

∑
i 1=

N

∑=

1 x( ) 1 if x is true,
0 otherwise,




=

Λt 1+ Λt ε L0 Λt( )∇–=

Λt
ε

Tij k 1+( ) Tij k( ) ε
Tij∂

∂L0–=

Tij k( )
t

of kth i terat ion and is the updated
transformation matrix. The

4. ALTERNATIVE MCE TRAINING

The MCE training algorithm is fairly robust and
performs satisfactorily when there are a few class
to discriminate. But when the number of classes
more with many dimensions, the performance sta
to degrade. The reason behind this is that the MC
classification criterion tries to minimize the
misclassification measure . For
the gradient descent algorithm to minimize the erro

should decrease while should
increase. Depending upon the training sample,
might happen that both might decrease or increa
lead ing to er ro rs in t ra in ing . Hence , the
misclassification measure is modified as follows

(13)

When  approaches , (12) becomes

(14)

The misclassification criterion now becomes
means correct classification and

means incorrect classification. The gradient desce
procedure remains the same as in (11) and (12)

5. RESULTS AND ANALYSIS

Experiments were performed to verify the MCE
algorithm and compare it with Linear Discriminan
Analysis. The conventional MCE algorithm is als
compared with the new MCE procedure proposed
the authors. The database chosen was a vowel
containing 11 classes and the each feature vector
10 dimensions.

The plots in the paper show that the new MC
algorithm proposed by the authors performs well o
the training part of the dataset when compared wi
LDA or conventional MCE procedure. It performs
consistently better for any of the reduced dimension

Tij k 1+( )

gk x Λ;( ) gi x Λ;( )–

gk x Λ;( ) gi x Λ;( )

dk x( )
gk x Λ;( )

1
M 1–
-------------- gj x Λ;( )ζ

j k≠
∑

1 ζ⁄------------------------------------------------------------=

ζ ∞

dk x( )
gk x Λ;( )
gi x Λ;( )
-------------------=

dk x( ) 1< dk x( ) 1≥



e
e
ry
re
E

s
w
in

e
e
t
un
t
ld
t
n
al
re

e
nc
y
n

es
d

s
h
t

e
r
a

t
it

al
e
n
nt
is
n

n
r.
e
res
un
ty
pal
ty
by
e
l

d

n

e
d
as
e
r
n
f

of
e

,

,

g,
The conventional MCE procedure performs wors
than the LDA. However, the performance of all th
three discriminative techniques are not satisfacto
on the test set. But again, the new MCE procedu
performs better than LDA and the conventional MC
procedure.

The paper and the algorithm is not without it
drawbacks. The authors fail to explain why the ne
classification measure in (13) is better than the one
conventional MCE as in (5). They claim that in th
conventional MCE there is no constriction on th
joint behavior of the discriminant functions. I
appears equation (13) also does not take into acco
the joint behavior of the discriminant functions. I
could happen that the denominator in (13) cou
decrease more rapidly than the numerator leading
an error in classification. That the algorithm works o
the vowel database does not prove that it works for
cases. It might fail for some other database whe
LDA might perform better.

The initial values for the weight vectors and th
thresholds poses a great challenge to the performa
of MCE. The experiments performed in the paper b
choosing an unity matrix as the initial transformatio
matrix. A change in the initial transformation matrix
seems to give better results on both training and t
set. Now the initial transformation matrix is obtaine
from a LDA training process. In other words, by
doing an incremental training, the MCE algorithm
seems to yield better results. This variability wit
respect to initial transformation matrix does no
augur wel l for the algor i thm in comparison
representative training using HMM’s where th
performance does not change significantly fo
different initial parameters. This also poses
question about the robustness of the algorithm.

The convergence criteria for obtaining the weigh
vectors and thresholds needs some discussion. W
the initial transformation matrix playing a crucial role
on the performance, an improper choice of the initi
matrix could lead to a complete non-convergenc
Also, the experiments performed uses a Gradie
Descent procedure while Probabilistic Desce
Algorithm guarantees local convergence [2]. Th
also accounts for different initial transformatio
matrices.
t
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The MCE algorithm does not give any information o
optimal number of dimensions for the feature vecto
So the proper choice of dimensionality is left to th
user itself. Hence, to choose the best set of featu
that give better discrimination, the user needs to r
training and testing on every possible dimensionali
and choose the one that gives better results. Princi
Components Analysis, which is also a dimensionali
reduction technique, makes the reduction easier
specifying the contribution of each feature to th
overall information. In MCE, choosing the optima
number of features is a process of trial and error.

6. CONCLUSIONS

This paper discussed the MCE training algorithm an
provided a critical review of the paper “Using
Min imum Class i fi ca t ion Error Tra in ing in
Dimensionality Reduction” authored by Xuechua
Wang and Kuldip K. Paliwal. The MCE algorithm is
straight forward and easy to implement. Th
algorithm works satisfactorily on a medium size
training set and feature vectors. The paper that w
critiqued failed to substantiate the claim that th
newly proposed MCE procedure will yield better fo
all databases. The algorithm was not prove
mathematically but was only proved in the basis o
the experiments performed. Finally, the demerits
the algorithm and suggestions to improve it wer
provided.
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