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Figure 1: Multi layer perceptron with one hidden layer.

Figure 1: Basic processing unit
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ABSTRACT

There are two main reasons why Neural Networ
(NN) are favorite pattern classification tool. Firs
reason is that is has been proven that they can fo
arbitrarily complex decision regions. The secon
reason is that the their parameters can be trained
form the required decision region by the simpl
gradient descent method called back-propagati
algorithm. This paper introduces the basic N
components focusing on multilayer NN, describes t
feed-forward NN operation and back-propagatio
t ra in ing algor i thm and final ly presents NN
application to the pattern classification problems.

1. Introduction

Neural networks are built from simple units calle
neuronsby analogy with the human brain. Thes
units are connected by a set of weightedconnections.
Neural network learning is usually performed by
modification of the connection weights betwee
units. The units are organized in layers. The first lay
is called theinput layer, the last one theoutput layer.
Intermediate layers are called thehidden layersand
resulting network is calledmulti-layer perceptron
(Figure 1).

This article wil l present feed-forward neura
networks, particularly multi-layer perceptrons. The
basic operation mode, calledfeedforward operation,
is described in section 2. The review of the bac
propagation algorithm is provided in section 3. Th
basic neural network training protocols are describ
in section 4. The experiments performed and resu
are explained in section 5. The summary is contain
in section 6.
2. Feedforward Operation

The information to be analyzed is first presented
the neurons in the input layer and then propagated
the second layer for further processing. The result
this processing is propagated to the next layer and
on until the last - output layer. Each unit receive
some information from the units in the previous laye
processes this information, and processing result
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then propagated to the next layer. The standa
processing unit first sums its weighted inputs to g
so callednet activation(denoted bynet) and then
computes a nonlinear function of this sum, as Figu
2 shows.

Most often used activation function are binar
threshold

(1)

sigmoid

(2)

andtanh function

(3)

Two last functions are related through

(4)

3. Back-propagation Training Algorithm

The back-propagation algorithm is a gradient desce
method minimizing the mean square error betwe
the actual and target output of a mult i laye
perceptron. Assuming sigmoidal nonlinearity

, (5)

the back-propagation algorithm consists of th
following steps:

1. Initialize Weights and Offsets

Initialize all weights and node offsets to sma
random values.

2. Present Input and Desired Output Vector

y 0 if x 0<
1 if x 0>
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Present continuous input vectorx and specify the
desired outputd. Output vector elements are set t
zero values except for that corresponding to the cla
of the current input.

3. Calculate Actual Outputs

Calculate the actual output vectory using the
sigmoidal nonlinearity.

4. Adapt weights

Adjust weights by

(6)

where is the output of the node i and is the
sensitivity of the node j.

If node j is an output node, then

(7)

where dj is the desired output of the node j, yj is the
actual output and is the derivation of the
activation function calculated at netj.

If the node j is an internal node, then the sensitivity
defined as

(8)

where k sums over all nodes in the layer above t
node j. Update equations are derived using the ch
derivation rule applied to the LMS training criterion
function.

Convergence can be faster if a momentum term
added and weight changes are smoothed by

(9)

where .

5. Repeat by Going to Step 2

The simplest stopping criterion is to end when th
change in the training criterion function is smalle
then some preset value . A better approach is
cross-validation technique, stopping training whe

wij t 1+( ) wij t( ) ηδ j xi ′+=

xi ′ δ j

δ j f′ netj( ) dj yj–( )=

f′ netj( )

δ j f′ netj( ) δkwjk
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 1.
the error on a separate validation set reache
minimum.

The performance of the back-propagation algorith
can be corrupted by finding a local minimum of th
least mean square error function instead of th
desired global minimum. Suggestions to improve th
performance and avoid the occurrence of the loc
minima include allowing extra hidden units, lowerin
the gain term used to adapt weights, and maki
many training runs starting with different training
sets of random weights.

4. Training Protocols

The three main training protocols are batch
stochastic and on-line training. In case ofon-line
training network weights are updated immediatel
after each new pattern presentation.Stochastic
training is the same as on-line training, but pattern
are chosen randomly from the training set. Inbatch
training all patterns are presented to the network a
then all weights are updated in one step. Th
advantage of on-line training is that there is no ne
to store large number of patterns in memory. Th
overall amount of pattern presentations is describ
as anepoch - one epoch corresponds to th
presentation of all patterns from the training set. The
number of training epochs generally indicates th
relative amount of training.

5. Interpretation of Output Activation

It can be shown that in case of the infinite trainin
data outputs of the neural network trained on 0
targets approximate the truea posterioriprobabilities
of the classes associated with the output uni
Another key assumption of such output interpretatio
is that neural network have enough hidden units to
able to exactly represent posterior probabilit
function. If, however, these conditions are not hold
in particular we have only finite amount of the
training data - then the outputs will not represent
probabilities, it is not even guarantied that they su
to 1.0. If the sum of the output activations differ
significantly from 1.0 in some range of the inpu
space, it is an indication that the network is no
accurately modeling the posteriors.

One approach toward approximating probabilities
a

l

.

to choose the output activation to be exponenti
rather than sigmoidal, and for each pattern
normalize the outputs to sum to 1.0 using th
following formula:

(10)

while using 0-1 target signals. This is asoftmax
method - a smoothed continuous version of awinner-
take-allnonlinearity in which the maximum output is
transformed to 1.0 and all others are reduced to 0.0
such a trained network is going to be used on the d
where the priors have been changed, it can lead to
performance degradation. Possible solution is
rescale each network output by the new prior cla
probabilities or their ratio. This can be accomplishe
only if the prior class probabilities in the test set ar
known in advance. It can be one of the reason for t
not very good neural network performance on th
presented tasks.

6. Experiments and Results

The goal of the first experiment is to train a classifie
on a provided training set containing 528 ten
dimensional input vectors assigned to 11 categori
The development training set contained 379 testi
vectors. The final evaluation set has 83 vectors.

The second experiment assumes that vecto
provided as a training and testing set have a tempo
dependence. Training set consist of 925 vecto
belonging to 5 classes. Development set has a 3
vectors and final evaluation set has 225 test vecto
The training and test data are summarized in Table

Table 1:

Experiment 1
static classification

Experiment 2
temporal modeling

vector dimension 10 39

number of classes 11 5

training set 528 925

development set 379 350
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Several techniques have been applied to improve
recogn i t i on per fo rmance , inc lud ing da t
normalization, on-line, batch and stochastic trainin
sigmoidal and tanh activation function, differen
number of hidden units.

The performance on Experiment 1 is shown in th
Table 2.

The experiments shown that the neural networks a
not performing well on the tasks with insufficien
training data available. We can also see that neu
network with the more hidden units tends to overtra
faster. Results of the experiments are sensitive to
random initialization, the relative difference in erro
rate is in 20% range

It is necessary to perform many experiments until th
optimal neural network structure is found. The usu
way of finding an optimal network structure is
experimental. The correct parameters are found
finding an optimal value in a large searching spac
SNNS neural network tool provides many differen
neural network configurations. The tool could b
fully exploited after the theory behind the differen
approaches provided by the tool is learned -
requires a time. SNNS 300 pages user manual i
reference of the required theory. The output of th
classification are posteriori probabilities of the clas

evaluation set 83 225

Table 2:

# of hidden
units

# of itera-
tions

activation
classifica-
tion error

[%]

50 25 tanh 47.23

50 50 tanh 50.13

24 25 sigmoid 47.76

24 75 sigmoid 46.97

10 50 sigmoid 45.65

10 75 sigmoid 46.70

Table 1:

Experiment 1
static classification

Experiment 2
temporal modeling
e
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and it is necessary to find the highest probabilit
class.
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