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ABSTRACT

In typical state-of- the-art large vocabular
conversational speech recognition (LVCSR) system
a single model is developed using data from a lar
number of speakers to cover the variance acro
dialects, speaking styles, etc. With this, we expe
that our systems wil l generalize well to an
particular speaker. However, from experience w
know that there are speakers who are poor
mode led us ing th is parad igm. Thus , i t i
advantageous to adapt the system, during run-tim
to the new speaker. In this paper we discuss metho
for accomplishing this goal. Most of the effort is
spent in describing one popular method that use
maximum likelihood linear regression (MLLR)
approach to speaker adaptation. A derivation of t
relevant reestimation equations is provided as w
as a discussion of computational and data sufficien
issues.

1. INTRODUCTION

Commercially available dictation systems hav
recently hit the speech products market. These ha
for the most part, received rave reviews from use
Most of these systems claim to work well out of th
box but perform better as the user performs mo
dictation with it. This indicates that the systems use
in these applications are somehow adjusting to t
speaker — also that the speaker is adjusting to t
subtleties of getting the application to work. It is thi
phenomena that we will discuss in this paper.

Speaker-independent recognition systems have b
developed to the point that they perform very we
for LVCSR in the genera l case. However
speaker-independent systems, in general, are kno
to have poorer performance than systems wi
speaker-dependent models [1, 2]. The main reas
for this is that speaker-independent systems a
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discarding the knowledge that the same speaker is
fact, speaking every utterance. In doing so, th
system is negating the ability of the models t
describe the peculiarities of each specific speak
(vocal tract shape and length, accent, etc.) in favor
a general model of any speaker.

On the other hand, there is a very large problem w
developing such a speaker-dependent system: do
so would require a large amount of training da
from every speaker involved which is impractical fo
most applications. There are vast amounts of traini
data available for speaker-independent tasks such
SWITCHBOARD [3] . Th is prov ides c lear
motivation for techniques which would allow us to
adapt the speaker-independent models to a n
speaker using a small amount of adaptation da
From this need, there have been many attempts
develop robust speaker adaptation techniques.

2. SPEAKER ADAPTATION

The basic idea of speaker adaptation can be see
Figure 1. Essentially, we want to use a a sma
amount of adaptation data as possible to change
recognition system such that they model as much
the speaker-specific information as possible [4
Many approaches have been developed which try
produce this effect.

Speaker adaptation techniques for HMM-base
recognition systems fall into two basic categorie
The first of these employs methods which transfor
the input speech of the new speaker to a vector sp
that is common with the training speech. These a
known asspectral mapping techniques. Second are
methods which transform the model parameters
better match the characteristics of the adaptati
data. These techniques are known asmodel
mapping approaches. The following sections
describe each of these, in brief.
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Speaker-Dependent
Recognition

Speaker Adaptation

Speaker-independent
Parameters

Speaker-dependent
Parameters

Adaptation Data

Training Speakers
New Speaker

Reference Speaker
2.1. Spectral Mapping Approach

The spectral mapping approach is based on the be
that a recognition system can be improved b
matching the new speaker’s features vectors to t
vectors of the training data [5]. The mapping i
designed so that the difference between the refere
vector set and the mapped vector set is minimize
These differences are due to the spectral differenc
of the speakers’ speech production systems (e
vocal tract length and shape).

Initial attempts at spectral mapping adaptation we
used in the spectral template matching system
[6, 7, 8]. These consider the template to be from th
reference speaker and automatically generat
transformation to minimize the difference betwee
the new speaker and the reference speaker [5]. Ot
approaches [9] have mapped both the reference d
and the new speaker’s data into a common vector
which is said to maximally correlate the two. A
variation on these methods which is similar t
speaker normalization uses a transform to map ea
speaker in the speaker-independent training set o
a reference speaker [10, 11]. Thus, the mode
generated act as speaker-dependent models. T
approach is illustrated in Figure 2 and is common
referred to as a speaker normalization technique.
ief
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2.2. Model Mapping Approach

The aim of spectral mapping is to improve the matc
between the reference speaker and new spea
However, this goal does not explicitly try to increas
the accuracy of the models for the new speaker a
thus, does not take full advantage of the adaptati
data. This is where the model mapping approa
attempts to make its improvements. Rather th
trying to map all speakers to one space, the mod
mapping approach adjusts the model parameters
best represent the new speaker as illustrated
Figure 3.
Figure 1. A high-level representation of the speaker adaptation process. The speaker adaptation process
uses the adaptation data to affect the modeling process such that the models are a closer match to the ad-
aptation data.
Figure 2. Spectral Mapping approach where both
the training speakers and new speaker feature
vectors are mapped to a common space which
maximizes the correlation between the two.
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A common example of the model mapping approa
is the bayesian MAP (maximum a posteriori
technique for adapting HMMs. In a MAP approach
the transformation is chosen such that the new mo
parameters maximize a likelihood function,

, (1)

where is the adaptation observation sequence a
is the parameter set defining the distribution

Different methods have been used to estimate t
value of including a segmental K-mean
approach [12] and an EM-based approach [13
Most of these MAP approaches are limited in tha
they only adapt the parameters that are direct
observed in the adaptation data.

A more successful model mapping technique
max imum l ike l ihood l inear regress ion
(MLLR) [1, 5, 14]. MLLR was designed to
overcome the disadvantages of both the spect
mapping and model mapping techniques. MLLR is
transform-based method which adapts the mod
parameters like the MAP-based adaptation but, usi
transform tying, is robust enough to produce effec
from a small amount of training data. This approac
was developed from work by Hewitt [15] which
applied a least squares regression to adapt templa
in dynamic time warping. MLLR extends this idea to
the continuous density HMMs and uses maximu
likelihood (ML) to optimize the regression.

P λ O( )
P O λ( )P λ( )

P O( )
-------------------------------=

O
λ

λ
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Two issues that must be addressed when discuss
model mapping approaches are the training mod
(supervised verses unsupervised) and the adapta
mode (incremental verses batch). In a supervis
training mode the recognition system is given th
correct transcription and has only to align the use
speech to that transcription. In unsupervise
adaptation the recognizer feeds itself, perha
including recognition errors. Obviously, the
supervised mode is preferred when available. This
why commercial dictation systems employ a
enrollment process where the user recites som
pre-transcribed sentences.

The adaptation mode describes when the adaptat
takes place and what models are employed
produce the hypotheses used for adaptation.
incremental mode, the models are adapted qu
often and the adapted models are used to produce
hypotheses for the next adaptation. This is th
typical method seen in real-time systems that u
adaptation. Batch mode is similar to a training ru
where hypotheses for the entire adaptation set
stored and then used to iteratively update the adap
models. Again, this is similar to the enrollmen
process in commercial systems.

2.3. Performance Equals Motivation

Table 1 demonstrates why adaptation techniqu
have become popular in recent years. These syste
Adaptation Data

S0 S1 S2 S3 S4

Speaker-Dependent
Recognition Models

r Adaptation
Figure 3. Representation of a model mapping approach where speaker-independent models are mapped
to speaker-dependent models.
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use combinations of vocal tract length normalizatio
(VTLN — a speaker normalization technique) and
MLLR to adapt a medium vocabulary triphone
sys tem [18 ] . On average , the combined
normalization and adaptation yielded a 35%
reduction in word error rate (WER) for supervise
adaptation and a 15% reduction for unsupervis
adaptation. Similar, though not quite as good, resu
ho ld fo r la rge vocabu la ry tasks such a
SWITCHBOARD and Broadcast News.

3. MLLR BASICS

MLLR produces a set of regress ion-base
transforms that are used to tune the HMM emissio
parameters using some given adaptation data. MLL
is able to build robust adaptation transforms even f
models that are not seen in the adaptation data us
transform sharing. This helps to eliminate th
problem of limited adaptation data. With very little
data, a single global transform can be used for
models. As more data becomes available, mo
fine-grain transforms can be applied. In Figure 4 w
see the basic approach of MLLR which is to take
speaker-independent model (the solid red ovals) a
use a transform to move the model space toward
speaker-dependent model (the striped blue oval
Commonly, only a mean adaptation is performe
since it is assumed that the primary differenc
between speakers is in the average position
phones in the acoustic space [14]. This is the sam
reasoning given in many VQ/HMM adaptation
schemes [16, 17]. A covariance adaptation is le
commonly used and its effects are less profound th
the mean adaptation [19].

3.1. Maximum Likelihood Estimation

In HMM-based recognition systems, we need
estimate the parameters of the system so that th
yield the best performance possible. Ideally th
would be done so as to minimize the error rat
However, there is usually no closed-form descriptio
of this problem so tradit ional opt imizat ion
techniques (gradient descent, for example) will n
work. A more common approach is to modify th
system so that the probability of the training dat
g iven the new mode l i s max im ized . Fo
computational convenience the probability is ofte
d
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described as a likelihood function. So, we arrive
estimating the parameters of the model to maximi
a likelihood function.

We typically solve an MLE problem using the
Expectation Maximization (EM) algorithm [20]. EM
determines the estimated parameters of a model
such that the newly estimated parameters a
guaranteed to increase the value of some specif
function. This is described as:

, (2)

where are the parameters of the model. Rath
than trying to maximize this function directly, we
often formulate an auxiliary function that is more
computationally tractable and which has nic
convergence properties. For speech training syste
this takes the form:

(3)

where contains all possible state sequenc
leading to the recognition of . Note that (3)
amounts to a cross-entropy function where th
convexity of the entropy function is exploited to
guarantee maximization. This form should b
familiar to those who have studied Baum-Welc
training [20]. Baum proved that this form was
guaranteed to increase the probability function.

For HMMs, the probabilities are related to both th
transition probabilities and the state emissio
probabilities. Thus, we can expand the auxiliar
function as

(4)

This auxiliary function is differentiated with respec
to each parameter of interest and set to zero
determine a closed-form solution for the paramet
reestimation.

3.2. Linear Regression

In linear regression, we desire to explain a set of
ou tpu t var iab les , as a l inear

f mle λ̂( ) f mle λ( )≥

λ

Q λ λ̂,( ) P O θ λ,( ) P O θ λ̂,( ){ }log
θ Θ∈
∑=

Θ
O

L O θ λ,( )
transition prob.ˆ( )log

t 1=

T

∑ +

b̂θt
ot( )log

t 1=

T

∑
θ Θ∈
∑

n
y1 y2 … yn, , ,( )



Push-to-talk Data with ~4600 word Vocabulary

Speaker SI MLLR
Sup/UnSup

VTLN
Sup/UnSup

MLLR/VTLN
Sup/UnSup

Meba 10.4% 4.7 / 7.3% 10.4 / 8.6% 5.6 / 6.9%

Mfmm 20.5% 16.7 / 20.5% 19.3 / 21.6% 13.4 / 20.1%

Mofc 11.8% 8.0 / 11.8% 9.4 / 8.5% 5.2 / 8.5%

Macc 27.1% 22.5 / 27.7% 26.5 / 26.1% 21.3 / 25.9%

Mrnn 31.5% 18.8 / 30.2% 26.5 / 28.7% 18.2 / 28.5%

Fcba 14.0% 12.1 / 16.7% 16.7 / 14.4% 10.7 / 13.9%

Fnba 15.5% 10.4 / 14.9% 12.3 / 13.3% 10.4 / 13.3%

Fmcs 25.0% 16.4 / 23.1% 21.6 / 22.1% 16.0 / 21.4%

Fmgl 25.0% 20.4 / 27.4% 22.4 / 22.5% 13.2 / 22.5%

Avg 21.8% 15.3 / 21.3% 19.1 / 19.4% 14.0 / 18.6%

Table 1. Effects of speaker adaptation and speaker normalization on medium vocabulary recognition.

Regression Class 1

Regression Class 2

Regression Class 1

Regression Class 2

Mean Adaptation Mean and Variance Adaptation

Ŵ1

Ŵ2

Ŵ1

Ŵ2
Figure 4. Adapting speaker-independent models to speaker-dependent models using an MLLR approach.
Note that mean adaptation shifts the location of the models means in the space, while (co)variance adap-
tation changes the shape of the distributions.
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combina t ion o f exp lana tory var iab les
. We can define th is se t o f

simultaneous equations as

. (5)

In matrix form this is

(6)

or .

3.3. Transform Sharing

Ideally, we would use one adaptation transform p
Gaussian model in an HMM system so that all of th
differences between the speaker-independent mo
and the speaker-dependent model could
accurately found. However, in practice, this woul
require too much adaptation data to accurate
estimate the adapted models. For this reason, a fo
of transform sharing is usually employed where se
of Gaussians are pooled together and are adapted
a single transform. In this scheme, components w
little or no adaptation data can be adapted with t
data pooled from similar models.

A common approach for transform pooling is to us
a binary regression tree as shown in Figure 5.
pooling algorithm is needed to determine whic
components are pooled to each node. A centro
splitting algorithm is often used which attempts t
split the components at a node into two sets
components located at the two children of that nod
This is done in a way that ensures the componen
that are closest together in the probability space a
pooled to the same child node [19].

4. TRANSFORM ESTIMATION

Use of the EM algorithm typically involves an
iterative process whereby the parameters of t

m
x1 x2 … xm, , ,( )

y1 a10 a11x1 … a1mxm+ + +=

y2 a20 a21x1 … a2mxm+ + +=

…
yn an0 an1x1 … anmxm+ + +=

y1

y2

…
yn

a10 a11 … a1m

a20 a21 … a2m

… … … …
ano an1 … anm

1

x1

x2

…
xm

=

y Wx=
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system are iteratively redefined to maximize th
l ikel ihood funct ion. I t is desirable to have
closed-form reestimation formulae to generate t
new parameters on every iteration. In this section w
derive those formulae for the mean transform an
the covariance transform in the MLLR scheme
These follow from [14] and [19] respectively.

4.1. Mean Transform Estimation

Let the mean for a single mixture component be a
n-dimensional vector defined as , Then, we defi
the adapted mean estimate as

(7)

where is an n x (n+1) transformation matrix an
is the extended mean vector

is the offset indicator so that indicates a
offset and indicates no offset. For Gaussia
probability models, this gives an adapted mixtur
density function of

(8)

A maximum likelihood estimate of each matrice
is made, maximizing the likelihood of the adapte
model set generating the adaptation data.

4.1.1. General form

Assume the adaptation data is a series of
observa t ions , . S ince we are
interested in reestimating only the transformatio
matrix, we can ignore the terms in the auxiliar
function (4) due to the transition probabilities. Thi
gives an auxiliary function of the form

. (9)

We can define the posterior probability of occupyin
state at time given that the observation sequen

 is generated as

. (10)

This is more commonly known as the stat
occupancy probability. Let be the set of all state
in the system. Then we can sum the margin

µs

µ̂s Wsξs=

Ws
ξs w µs1 … µsn, , ,[ ]t=
w w 1=

w 0=

bs o( ) 1

2π( )
n
2
---

Σs

1
2
---

--------------------------e
1
2
--- o Wsξs–( )t Σs

1– o Wsξs–( )–
=

Ws

O o1 … oT, ,=

constant P O θ λ,( ) bθt

ˆ ot( )log
t 1=

T

∑
θ Θ∈
∑+

s t
O

γs t( ) 1
P O λ( )
------------------ P O θt s λ=,( )

θ Θ∈
∑=

S
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probabilities across the set of states to get the to
probability. Thus the auxiliary function expands to

. (11)

We now differentiate with respect to
and obtain the differential

. (12)

expanding  in (12) as a Gaussian we have

(13)

where

. (14)

Since is the only term in the summation
dependent on , the differential of the auxiliar
function (13) reduces to

(15)

or

constant P O λ( ) γ j t( ) bj
ˆ ot( )log

t 1=

T

∑
j 1=

S

∑+

Q λ λ̂,( ) Ws
ˆ

P O λ( )
Ws
ˆd

d γ j t( ) bj
ˆ ot( )log

t 1=

T

∑
j 1=

S

∑

bj ot( )ˆ

1
2
---P O λ( )

Ws
ˆd

d γ j t( )
n 2π( )log +

h ot j,( ) Σ jlog+
t 1=

T

∑
j 1=

S

∑–

h ot j,( ) ot Wj
ˆ ξ j–( )tΣ j

1– ot Wj
ˆ ξ j–( )=

h ot s,( )
Ws

1
2
---P O λ( ) γs t( )

Ws
ˆd

d
h ot s,( )

t 1=

T

∑–
al
. (16)

To optimize this function we set (16) to zero an
group terms so that we have known quantities on o
side of the equation and unknown quantities (i.
terms multiplied by ) on the other. This results i

. (17)

(17) is the general form for computing . The
solution can only be found for specific types o
problems - most notably for diagonal covarianc
matrices.

4.1.2. Closed-form solution

We now derive the closed-form solution for th
mean transform when all covariance matrices a
d iagona l . I f i s shared by s ta tes ,

, then the general form in (17)
expands to

. (18)

P O λ( ) γs t( )Σs
1– ot Ws

ˆ ξs–( )ξs
t

t 1=

T

∑

Ws
ˆ

γs t( )Σs
1– otξs

t

t 1=

T

∑ γs t( )Σs
1– Ws

ˆ ξsξs
t

t 1=

T

∑=

Ws
ˆ

Ws
ˆ R

s1 s2 … sR, , ,{ }

γ
r 1=

R

∑
sr

t( )Σsr

1– otξsr

t

t 1=

T

∑

γ
r 1=

R

∑
sr

t( )Σsr

1– Ws
ˆ ξsr

ξsr

t

t 1=

T

∑=
Figure 5. A binary regression tree for pooling components to be adapted. The leaf nodes (4, 5, 6, 7) are
the base regression classes. The dashed circles represent nodes that have insufficient training data and,
are thus, pooled to the next higher level in the tree. The solid circles have sufficient data for estimating a
transform.
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(19)

where is the state distr ibut ion inverse
covariance matrix scaled by the state occupan
probability and is the outer product of the
extended mean vector

(20)

. (21)

Note that (21) defines a singular matrix.

Let the right hand side of (19) be a n x(n+1) matrix,
and let the elements of , , , be
, , and  respectively. Then we can write

. (22)

Since is symmetric and since we have specifi
that all covariances are diagonal then

(23)

and

. (24)

Setting

(25)

gives

(26)

where are the elements of an (n+1) x (n+1
matrix, . Note that since is singular, is
also singular.

Setting the left hand side of (19) to gives
and

γ
r 1=

R

∑
sr

t( )Σsr

1– otξsr

t

t 1=

T

∑ V r( )Ws
ˆ D r( )

r 1=

R

∑=

V r( )

D r( )

V r( ) γsr
t( )Σsr

1–

t 1=

T

∑=

D r( ) ξsr
ξsr

t=

Y Y V r( ) Ws D r( ) yij
vij

r( ) wij dij
r( )

yij wpq vip
r( )dqj

r( )

r 1=

R

∑
q 1=

n 1+

∑
p 1=

n

∑=

D r( )

vip
r( )dqj

r( )

r 1=

R

∑ vii
r( )djq

r( )

r 1=

R

∑ when i p=,

0 when i p≠,

=

yij wiq vii
r( )djq

r( )

r 1=

R

∑
q 1=

n 1+

∑=

gjq
i( ) vii

r( )djq
r( )

r 1=

R

∑=

yij wiqgjq
i( )

q 1=

n 1+

∑=

gjk
i( )

G i( ) D r( ) G i( )

Z Z Y=
y

d

)

(27)

where and can be computed from th
observation vectors and the model parameters. T
gives a set of linear reestimation equations

(28)

where and are the ith rows of and
respectively.

4.1.3. Optimizations

Note that the solution to each row involves a
extremely expensive computational structur
including inversion of singular matrices and
numerous matrix multiplies. To reduce this load
diagonal or block-diagonal forms are often assum
for the transform matrix. A diagonal transform is
specified as

(29)

so that each component of the mean undergoe
shift and scaling

. (30)

Block-diagonal transforms assume independen
amongst subsets of the mean components. F
typical LVCSR systems, we may define th
transform as

. (31)

Here indicates the basic spectral features, t
derivative features, and the acceleratio
features.

4.2. Covariance Transform Estimation

We define the adapted variance as

(32)

zij yij wiqgjq
i( )

q 1=

n 1+

∑= =

zij gjq
i( )

wi
t G i( )( ) 1– zi

t=

wi zi Ws
ˆ Z

Ws
ˆ

w1 1, w1 2, 0 … 0

w2 1, 0 w2 3, … 0

… … … … …
wn 1, 0 … 0 wn n 1+,

=

µ̂i wwi 1, wi i 1+, µi+=

Ws
ˆ

w1 1,

…
wn 1,

As 0 0

0 A∆ 0

0 0 A∆2

,=

As A∆
A∆2

Σs
ˆ Bs

tHs
ˆ Bs=
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where is the transform to be estimated and
the inverse of the Cholesky factor of . So,

(33)

and

. (34)

Cholesky decomposition is used as it insures that t
resulting matrix is non-singular. We, again, use th
auxiliary function from (11)

. (35)

Expanding using as (8) and (32), we obtai

. (36)

Since ,

(37)

or

. (38)

We then differentiate the auxiliary function,
with respect to , set the derivative to zero an
group like terms to yield

. (39)

Hs
ˆ Bs

Σs
1–

Σs
1– CsCs

t=

Bs Cs
1–=

constant P O λ( ) γ j t( ) bj
ˆ ot( )log

t 1=

T

∑
j 1=

S

∑+

b̂log j ot( )

b̂j ot( )log
1
2
--- n 2π( )log Σ jlog+[ ]– +=

1
2
--- Hj

ˆlog– +

1
2
--- ot µ j

ˆ–( )tB j
1– Hj

ˆ 1– Bj
t( ) 1– ot µ j

ˆ–( )[ ]–

Bj Cj
1–=

b̂j ot( )log
1
2
--- n 2π( )log Σ jlog+[ ]– +=

1
2
--- Hj

ˆlog– +

1
2
--- ot µ j
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b̂j ot( )log
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2
--- n 2π( )log Σ jlog+[ ]– +=

1
2
--- Hj

ˆlog– +

1
2
--- Cj

tot Cj
tµ j

ˆ–( )tHj
ˆ 1– Cj

tot Cj
tµ j

ˆ–( )[ ]–

Q λ λ̂,( )
Hs
ˆ

Hs
ˆ

Cs
t γs t( ) ot µs

ˆ–( ) ot µs
ˆ–( )t[ ]Cs

t 1=

T

∑

γs t( )
t 1=

T

∑
-------------------------------------------------------------------------------------=
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If  is shared by  states,  then
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where .

The transformation of the covariance using th
estimate for results in a full covariance matrix
but the off-diagonal terms in can be set to zer
and an increase in likelihood is still guaranteed.

5. A SIMPLE EXAMPLE

While the preceding der ivat ions are fa i r ly
straightforward, it is instructive to see a numerica
example that demonstrates the formulae in actio
What fol lows is the computat ion of a mean
transform for a single state recognition system usi
a two-dimensional acoustic space and diagon
covariances.

Assume that the following defines a single state in
recognition system using a two-dimensional acous
space with diagonal covariances:

. (41)

Now let’s say that we have two frames of adaptatio
data (generally this is not sufficient to generate
robust estimate, but we continue for the sake
example),

. (42)

Computing the mean and covariance of the observ
data we have

. (43)

Recall that, for diagonal covariances, we want
solve the set of functions

(44)

where and are the ith rows of and
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For the sake of example we will define

. (46)

Solving for  in (45) gives

(47)

or

. (48)

For a diagonal covariance, we defined the elemen
of  by

, (49)

where  ranged from . We expand

(50)

or

 and (51)
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At this point, we have what we need to solve fo
:
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Note that both of the are singular so we mu
use a method such as singular value decomposit
to find the inverse.

(55)

and

(56)

Solving for the rows of  yields

,

 and (57)
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We can now compute the adapted mean as

. (60)

Recall that

. (61)

The mean has moved significantly closer to th
observed data mean. Note that the state occupa
probabilities are quite high in this sample case whic
is why the transformed mean jumped toward th
observed data mean after only two observations.
general the state occupancy probabilities will b
much lower, giving a more gradual adaptation.

6. SUMMARY

In this paper we have derived and illustrated the u
of MLLR as a speaker adaptation technique. Usin
MLLR, we are able to provide an extremely flexible
scheme for adapt ing to smal l quant i t ies o
speaker-dependent data. It should be remember
though, that MLLR is a maximum likelihood
estimator. While there is ample evidence that,
general, maximizing likelihood also reduces wor
error rate (the ultimate goal of speech recognition
there is no guarantee. An interesting area for futu
research will be hypothesis based optimizatio
where the recognizer hypothesis is specifical
accounted for in the optimization scheme.
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