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Abstract
The main focus of this project was to estimate the
scenic beauty of forest images using Linear
Discriminant Analysis, a tool for multigroup
classification and data reduction. This project
originated from the United States Forest Service
(USFS) to determine the scenic beauty of forests
and to preserve recreation and aesthetic resources
in forest management. The results of this project
will be useful to help determine a predefined
pattern to cut trees so as to retain the scenic
beauty even after cutting the forest for timber.
The algorithm was initially developed and tested
in Matlab, and the final algorithm was developed
in C++. The software developed will be tested on
638 images available in the database to determine
their scenic quality.

I. Introduction
Background

The database to be used is based on two sets of
images taken approximately four years apart. The
first set consists of photographs taken during 1990-
91. The second set consists of photographs taken
during 1994-95. The images included in the
database were taken from a study spanning four

years in the Ouachita Forest in Arkansas. Th
photographs were taken under controlle
conditions and digitized using extremely hig
quality scanning process. [1]

The areas for study were partitioned into fou
blocks, with each block subdivided into five plots
The database includes images from each p
during each season of the year. The plots we
photographed both in the 1990-91 period and t
1994-95 period. Each plot was photographed fro
at least four different angles. The total number
images in the database is 4 blocks x 5 plots x 4
seasons x 4 angles x 2 years = 640. An additional
40 images (20 images from the 1990-91 and 2
images from the 1994-95 period) were added
baseline images. A set of 20 images are al
included as warm-up slides. These warm-up slid
were used to calibrate human performance duri
subjective testing. [1]

Of the original 700 images received, they wer
partitioned into a set of 679 images used fo
development, 20 warm-up slides held out from th
database proper, and one anomalous slide suffe
from incomplete documentation. [1]

The original images were delivered in a proprieta
format developed by Kodak and is know as th
PhotoCD format (PCD), a format for archiving
MS State DSP COnference Fall’97
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high-quality photographs. Due to the proprietary
nature of the PCD format, the images were
converted to a Portable Pixel Map image (PPM).
The PCD to PPM conversion was done using
pcdtoppm version 0.6 on a Unix        machine. [1]

The PPM images were converted from a 4x PCD
resolution to 1536 pixel wide x 1024 pixel high
format of PPM. Each image requires about 5
Mbytes of disk space. The PPM P6 formatted
image used represents each pixel as a sequence of
three bytes. The first byte corresponds to the value
of the color red encoded on a linear scale of 0 to
255. The second and third numbers represent the
values for green and blue colors. Each file also
includes information about the image such as the
photographic tray and slide number, a human
subjective judgement of 1 to10, a Scenic Beauty
Rating (SBE), the Normalized Scenic Beauty
Rating (SBEZ), the block number, treatment, plot
number, date, angle, and other miscellaneous
information. [1] For the bulk of the project, we
refer to the images in three general classes least
scenic beauty estimate (LSBE), medium scenic
beauty estimate (MSBE), and high scenic beauty
estimate (HSBE).

Why Linear Discriminant Analysis?

There are many possible ways to aid in
classification of data. Principle Component
Analysis (PCA) and Linear Discriminant Analysis
(LDA) are two possible methods used for data
classification and data reduction. [6] Linear
Discriminant Analysis easily handles the case
where the within-class frequencies are unequal and
their performances has been examined on
randomly generated test data. This method
maximizes the ratio of overall variance to the
within-class variance in any particular data class.
[2][10] The use of Linear Discriminant Analysis
will be applied to the existing results of the tests
applied to the images in hopes to determine a more
accurate overall rating for each image. We decided
to implement an algorithm for LDA in hopes of
providing better classification for images being
tested. This method will also help to better
understand the distribution of the feature data.

The following is a discussion of three examples fo
different types of data distributions and how th
application of LDA and PCA can provide
discrimination for the classes.

In Figure 1, the two class distribution shows th
within-class distributions as Guassians with equ
variance in a two dimensional sample space. T
ellipses in the figure represent contours of equ
probability density for the two Guassians. Th
direction of maximum variance for each of th
Guassians is shown by the line labeled PCA. In th
example, it is also in the direction of the maximum
variance of the mixture of the two Guassians, an
hence in the direction of the first principa
component. Unfortunately, the projection on th
line contains no class discrimination information
One optimum solution for this type of problem is
to use methods of Linear Discriminant Analysi
(LDA). The first linear discriminant is shown by
the lines labeled LDA. The direction of LDA
clearly demonstrates the discriminatio
maximallybetween the classes. [2]

Figure 1: LDA succeeds and PCA fails in two
Gaussian classes. [2]
MS State DSP Conference Fall’97
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For second example, shown Figure 2, the
distribution of data is Guassian with unequal
variance in a two dimensional sample space. The
contours shown represent unequal probability
density for the different Guassians. The direction
of maximum variance for each of the Guassians is
shown by the curves labeled PCA. In this case,
PCA succeeds to show a projection that contains
class discrimination information. A projection for
LDA would also show class discrimination
information. In this case, both PCA and LDA
would be possible choices for class determination.

Figure 2: PCA succeeds in two Gaussian classes.

In final example, illustrated in Figure 3, the classes
are shown with heteroscedastic within class
distributions. In this example, the classes have
similar means and drastically different variances.
The projection for PCA is slightly better than that
of LDA, but both projections show how LDA and
PCA would probably fail in their ability to
discriminate between the classes.[3]

Figure 3: LDA and PCA fail in two Gaussian
classes [2]

In this case, both projections for LDA and PCA
provide minimal class discrimination. The projec
for PCA provides better class discrimination tha
that of LDA. In this case, neither LDA nor PCA
provide adequate class discrimination to a
accurate classification of data in a project such
ours.

II. THEORY
The problem of dimensionality reduction throug
linear projections is described as follows: Letx be
an n dimensional feature vector. We seek a line

transformation of

the form where is a

matrix. Let be a non-singular
matrix used to define the linear transformatio

. Let us partition as

ℜn ℜp
p n<( )→

yp θp
T

x= θp

n p× θ n n×

y θT
x=
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where consists of the firstp columns of

and consists of the remaining

columns and is theith column of . Then,

feature dimension reduction can be viewed as a
two step procedure. First, a non-singular linear
transformation is applied to x to obtain

. Then, in the second step, only the

first p rows of y are retained to give . This

notation may seem superfluous at the moment. [3]

The objective of LDA is to choose the linear

transformation in such a way so as to retain the

maximum amount of class discrimination
information in the reduced feature space. Let there

be a total ofJ classes, and let

indicate the class that is associated with . Let

be the set of training examples available.

Then (here is a

notation used to define the set of alli for which

) is the total number of training

examples associated with classj,

is the total number of training examples. [2]

 Let  be the sample mean, which is defined as

(23)

The total normalized sum of squares and products

(SSQP)  is defined as

(24)

The class means , the normalized class SSQ

, and the overall pooled and normalized SSQ

 are defined as

(25)

(26)

and

(27)

The two-class LDA method chooses a sing
projection that maximizes the ratio of the overa
SSQP to the within class SSQP

(28)

It can be shown that the solution to the abov
equation corresponds to that right eigenvector

which has the largest eigenvalue.[9] I
the number of classes is more that two, we can fi
a p dimensional linear transformation(p < n) for
classification. To get a p-dimensional
transformation, we maximize the ratio

θ θpθn p–[ ] θ1…θn[ ]= =

θp θ

θn p– n p–

θi θ

y θT
x=

yp

θp

g i( ) 1…J{ }→
xi

xi{ }
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g i〈 〉 j=
∑ g i( ) j=
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X
1
N
---- xi

i 1=
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T

T
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N
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N
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X j
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1
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To obtain , we choose those eigenvectors

of that correspond to the largestp

eigenvalues, and let be a matrix of

these eigenvectors. [4][6][10] Thep dimensional

features thus obtained are

uncorrelated. [3]

III. DATA FEATURES AND
THEIR PROBLEMS

The data features used in this project are a set of 42
features computed as part of the Scenic Beauty
Estimation Project. The features calculated in the
Scenic Beauty Estimation Project are explained as
follows. Since color is a highly noticeable feature
in a forest environment. It is affected by the
temporal rhythm of season. Variation of color by
season is a highly notable change in forest
vegetation. This affects performance of beauty as
related to seasonal patterns.[1] The approach here
was to extract the mean of each of the color in the
image. It was observed from the subjective ratings
that summer and spring are preferred over winter.
This is based on the fact that people prefer green
and blue color as compared to red and yellow
which comes from the inclination of the people
towards natural colors.[1] Each pixel in PPM is
represented by three bytes one byte for each of the
color of red, green and blue. Both the number of
long lines and short lines were computed as
features. The sharpness of the image in each of the
colors was computed yielding sharpness of red,
sharpness of blue, and sharpness of green.[1] The
standard deviation of each color add three more
features as standard deviation of red, standard
deviation of green, and the standard deviation of
blue. Entropy of red, entropy of blue, and entropy

of green provided three more features. The fin
feature used was the compression ratio of t
image.[1]

One of the problems in data classification problem
using features is the addition of features does n
always provide new information for the system
Ideally, the more features take from a data sourc
more information is gained. Unfortunately, th
addition of new features does not necessar
provide more information. [5][6] One of the
reasons for this is that in a large collection o
features some of the features may be line
combinations or repetitions of features wit
different weights. This has shown itself to be
problem in the problem of determining a scen
beauty estimation for images.

IV. APPLYING LDA TO THE
SCENIC BEAUTY ESTIMA-

TION PROJECT
Our LDA algorithm will be applied to a
compilation of results computed from existing
estimation algorithms in hopes of reducing th
number of features to the most significant featur
and determining a better estimation of the imag
scenic beauty. Our algorithm will be added to th
pre-existing framework of the Scenic Beaut
Estimation program. This will allow us to make
use of the developed methods of data handling a
evaluation processes. The general flow of th
algorithm is shown in Figure 4.

θ̂p maxθp

θp
T

Tθp

θp
T

Wθp

----------------------arg=

θ̂p

W
1–
T

θ̂p n p×

y θ̂p
T

x=
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Figure 4: Algorithm flow for the Scenic Beauty
Estimation Project.

The algorithm was written dynamically so that any
number of features can be used to better enhance
the performance ratings. This feature of the
software allows any flexibility in the use of large
numbers of features to just a few features along
with any number of feature reduction for better
classification of images. LDA portion of the
program allows the user to specify the number of
features used in computing the models and the
number of features to reduce the feature space to.

All of these features makes the use of th
algorithm a great asset.

V. ALGORITHM TESTING
The algorithm for LDA was initially coded in
Matlab and tested with the training and testing da
consisting of all the features available at that tim
Results were obtained by reducing the number
features and computing results for each number
features used. These results were compared to
previous test results and human SBE ratings. The
tests provided a new feature space with reduc
features where adequate discriminatio
information is available. The use of six feature
provided the best performance with an error o
60.25%.

With an initial error of 60.25%, the question o
whether the algorithm was operating properly o
not arose. To determine if the algorithm wa
operating properly, the use of synthetic data se
was employed. The first synthetic data set (Figu
5) is comprised of a two feature space (tw
dimensional data: x and y) with three classes. Ea
class is a definite cluster of points separated by
distance to allow definite classification by the us
of our LDA algorithm. The second synthetic dat
set, see Figure 6, is comprised of a two featu
space with three classes that are overlapping. T
data set shows each class of data being overlap
or contained in another class, thus showing litt
discrimination between each class.

Figure 5: Synthetic test set with three separate a
distinct classes.

Read parameter
file

Algorithm
Run

Distance &
Compute

classify

Write model
file

Read model
file

check

mode
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Figure 6: Synthetic test set with three overlapping
classes.

The first synthetic data set was used to show that
our implementation of LDA would be able to
classify data successfully. The second synthetic
data set affirmed that LDA would not be able to
accurately classify data. These tests helped to
confirm that our algorithm was indeed operating
properly thus giving confidence in its operation
using real data.

By initially developing and testing the LDA
algorithm in Matlab, we ensured that the algorithm
was working properly before the C++ coding was
implemented. This also allowed comparison
testing with the Matlab code and the C++ code for
debugging and testing the final software.

By developing our algorithm both in Matlab and
C++, we were able to compare the final solutions
of both algorithms on the test data and the Scenic
Beauty Estimation image data. Using a comparison
of the results computed using the Matlab version
and the C++ versions of our LDA algorithm, we
could show that each algorithm is classifying the
images properly.

VI. Confirmation of Poor Data
When the algorithm was run on the real data sets,
the best error performance obtained was 60.25%.
Due to the high rate of error, it was hypothesized
that the features being used to classify the images
did not provide enough class discrimination to
allow accurate classification. To help determine if
the data did provide any class discrimination, the
algorithm was performed on the features Long

Lines and Entropy. The error obtained using the
two features was 64.3%. The training data wa
plotted for Long Lines verse Entropy for each clas
to help show that these features do not provid
adequate discrimination between class -- Figure
Figure 8, and Figure 9. It can be seen since ea
class completely overlaps the other classes th
there is no discrimination between each class. It
expected that similar results would occur if othe
features were plotted in a similar fashion.

Figure 7: LSBE data for Long Lines and Entropy.

Figure 8: MSBE data for Long Lines and Entropy
MS State DSP Conference Fall’97
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Figure 9: HSBE data for Long Lines and Entropy.

This is a highly significant conclusion concerning
the feature data. It shows that there is very little
discrimination between classes using the existing
features. This would justify the poor performance
of LDA on the existing features. If features that
contain adequate class discrimination could be
obtained, LDA would provide better results for
classification.

VII. RESULTS
It has been determined that the use of the LDA
algorithm has an error rate of 60.25% for its best
performance, which is using six features. This
error rate is slightly worse than that of other
techniques used in the classification of forest
images. Figure 10 shows a comparison for the best
performances of the existing algorithms and
guessing systems. One interesting problem in the
data classification, as mentioned earlier, is the
problem of finding the best possible combination
of feature data for classification. Figure 11 shows
how LDA performed using a range of one to twelve
features. It can be seen that LDA had its best

performance when using five and six features.

Figure 9: Comparison of analysis techniques.

Figure 10: Performance for varying featur
reduction.

A comparison of the existing ratings for eac
image, the Scenic Beauty Rating (SBE), and th
Normalized Scenic Beauty Rating (SBEZ
estimations developed using other algorithms, a
the results of applying our LDA algorithm are
shown with the use of histograms to provide
better understanding of how the LDA classificatio
compares with other classification techniques. T
evaluation of this project consisted of comparin
the values of the analysis to those standar
mentioned above with the use of histograms. Wi
this, it was possible to determine the error betwe
the human SBE rating and the LDA algorithms an
to find the difference between the LDA algorithm
MS State DSP Conference Fall’97
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and the other algorithms existing results.

The matrix listed below is a confusion matrix
which illustrates a brief comparison between the
human judgement and estimated rating. The results
shown are for dimensionality reduction with six
features which produced least error performance of
60.25%

VIII. CONCLUSION
The use of Linear Discriminant Analysis has
helped to provide better insight to the project of
Scenic Beauty Estimation. It has been found that
the use of LDA does not provide highly accurate
method for classification of the database images.
Through the use of comparing the features for
Long Lines and Entropy and testing with synthetic
data, we have come to the conclusion that the
features presently used do not provide enough class
discrimination for LDA to provide accurate results.

As discussed earlier, one of the problems using of
large numbers of features is encountering features
that provide no new information for classification.
A problem was encountered with this in the
algorithm testing. With the use of 42 features, the
within class covariance and the between class
covariance matrices produced singular or
ill-conditioned matrices. This caused problems
when taking the inverse of these matrices in the
calculation of the transformation function, due to
the fact that the inverse of a singular matrix does
not exist. This problem might be avoided by
providing a check in the algorithm when the
eigenvalues and eigenvectors are being computed
to force the values of these matrices from
becoming ill-conditioned.

The problem of the non-discriminating features

used in the Scenic Beauty Estimation Project
very significant. This has shown that the mai
problem with the use of LDA for classification of
forest images is the limitation of finding feature
that can show discrimination between the class
This problem will be encountered in any problem
where LDA is being used. It essentially come
down to the question of does the problem bein
solved fit into the model that LDA performs wel
in. In the case of the Scenic Beauty Estimatio
Project, the present features do not allow fit th
model of LDA well enough to obtain accurate
results.

IX. FUTURE RESEARCH

DIRECTIONS
We envisage our future research efforts to b
directed towards the development of more featur
of the images in the database which could off
more discrimination among the classes. Th
continuation of implementing more algorithms fo
data classification could also help to improve an
forward the Scenic Beauty Estimation Projec
Apart from this, a graphical user interface tool t
be developed which offers the user various optio
of selecting the required number of feature
training the data as well testing any require
image.
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